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X-!2-hKlh/!.JL is :he Census Bureau's new, seasollal-adjusiment program. P i  provides four types of 
e~inancements to X..i I-ARTMA-(1) alternative seasonal. trading-day, and holiday effect adjustment 
crpabilities that include adjustments for eifects estiinatid wiih user-defined regressors; additional 
reasoilai and irend filter options; and an aiterilative seasonal-trend-iriegi?Ii~r decomposition; (2) nev, 
diagi~ostici ol' the quality and stabiiit) of the adjustments achieved under the opticnr scler-red: (3) 
3x:ensive time scries rnodeiing and inodel-selectio~! capabilities for linear segressian models with 
I Z ~ E ~ I A  eyiors. w i h  optional robust estimario~i of coefficiei~ts: (4) a new user interface with features 
to fazilllate batch processing large nuinbers or' series. 

_- ;Lie Gensns Bureau's vie!I Icnlown ?K-.ll program was in- 
troduced in ! 965 (Fiislri~, Young, and Musgrave 1947). It 
7~:a.s the prodact of over a decade o i  development begin- 
ning with aaPderbot 1'. in 1954, followed by i 2  experimen- 
131 variat~ts (X-0. 1:-1, ebc.) of '"Ialliethod 11,'' culminating 
in X-13 (Skiskin l978j. X-l l follwaed in a long tradition 
of empirical smoothing m d  seasonal-adjustment procedures 
(Bell and Hillmer 19841, particularly the "ratio-to-rnov~ng- 
average"' tnetho6 eP Ft&ac;mlay (193 1). The early @en- 
sus Bnl-cau methods were the first computerized seasonal- 
ad,jt~st:meni methods. X-l l becarn~ something of a standard 
that ~ 2 . s  3sGd by s~~~tistica! agencies around the wor4d. Hna- 
portazh featnu-cs or' li-1 1 h a t  contributed to its widespread 
use ilre its treeinersi of ~typical ("e~it~e1~4e") observations, 
Iks vacleby of motling averages for escinazting evolving trend 
3 r d  seasocal cornpoficoss (and iis methods and diagnostic 
for se1ec:ing amung these), its refined asynnnletric moving 
,?.verages for use near she enCs sf time series, and its rne!;hod 
:Fur es'ii~lating ~rading-day eEecrs. 

Statlriics Canadab9s X- 11 -AM%MA seasonai-adj~rst~nemt 
;?ragcam (Dagum ? 980) csvltained all the capabilities of X- 
1 1 and provided i~nporlard improsiements. The iilost- im- 
portaar is X-!I-AWHM!:s ability to extend the time series 
wi:h Io~-ecasis asld Saciccasts from atrtciregressive integrated 
~noving awl-sge (ARIMA) modeis prior to seasorial adjust- 

ment. The rase of forecast and backcast extensions results 
ill initial seasonal ad.jus':ments whose revisions are smaller, 
on average, when they are recalculated after future data Se- 
come available; see Kmt.  Chiu, I-Iigginson, and Gait (1986) 
and Bobbitt and Btto ( 1  9901, for example. Extension over- 
comes deficiencies in the preliminary X- l I trend-estimation 
procedure at the ends of the series, especially in the first and 
last half-year. In the additive decomposition case, extension 
with optimal forecasts and baclccasts for the half length of 
the symmetric seasonal filter used minimizes revisions in a 
mean sqera.red sense. The history of this optimality property 
and an elegant derivation were gi7;en by Cleveland (1983), 

Other X-I 9-ARIMA improvements include its %ore sys- 
tematic and focused diagnostics for assessing the quality of 
its seaso~al adjustments, which enable users to get good re.- 
sclts =ore easily. And X-17 -AREMA offers diagnostics for 
comparing indirect and direct seasonal adjustments of se- 
ries that are zggregates of multiple component series. X- l I 
did not calculate indirect adjcstments. 

Thc Census Bureau's new X-12-ARLMA program in- 
cludes essentially ail the cqabilities of the latest version 
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of X-I I-ARIMA, %-I I-ARIMA/88 (Dagum 19881, includ- 
ing aE! the capabilities of X-Il. The major improvements 
ira X- 1%-ARHklA address inadeqnacies of X- 1 l not targeted 
by X-B 1-ARIMA/88, as well as iimiiations in the nnodel- 
ing and diagnostic capabilities of X-B I-ARIMA/8&. These 
major improvements are the focus of this article; they are 
discussed and illustrated in Sections 1-5. We shaih outline 
these sections, but first we briefly discuss the general struc- 
ture of X- 1 %-AREMA. 

Plans for X-12-ARTMA developed around the operation- 
flow diagram of Figure 1.  This posits a regARIMA (lin- 
ear regression rnodeE with AMMA time series errors) 
nodeling subprogram that can provide fo:ecasts, back- 
casts, and prior adjustments for various effects befwre the 
seasonal-adjustment subprograrfi in the central box is in- 
volied. The final box in Figure 1 represents a set of post- 
adjustment diagnostic routines that can be used to ob- 
tain indicators of the eEeaiveness of both the modeling 
and the seasonal-adjustment options chosen. The seasonal- 
adjustment methodology symbolized by the central box is 
an enhanced version of the X-? R nnethodology. A significant 
number of the enhallcements were suggested by seasonal- 
adjustment experts at statistical offices and central banks in 
the United Stares, Canada, rhe United ICingdorn, Germany, 
New Zealand, and Japan. The improvements introduced in 
%-I 1-AKIMA/88 were also influential. 

Figure 1. Flow Diagram for Seasonal Pa)ustment With X- 12-ARIl"L4A. 

Thc major methodotogical improvements of X-12- 
ARIMA fail into three geieral g-0~6~ that are discussed in 
the sections indicated-nen X-1 1 adjustmelit options (Sec. 
11. new dragnostics (Sec. 2). and new modeling capabiii- 
ties emphasizing regPnMM.4 modeling and model selection 
(Sec. 3). Section 4 iJluseraees how these modeling capabili- 
ties can address real problems that arise in seasonal adjust- 
ment. Section 5 briefiy discusses another major irnprove- 
sent of X-12-ARIMA-its new user interface. Section 6 
provides concluding remarks axd an ftp address for obtain- 
ing the program. We now give a more detailed overview. 

Section 4 discusses how new options in X-12-ARYMA 
provide additional flexibility iil the basic seasonal- 
adjustme~~a methodology of X- 1 l and %-1 1-ARIMA. New 
filter options include a longer seasonal moving average7 al- 
lowance for user specification of Henderson trend filters of 
any (odd) length and slight modifications to some of X-11's 
asymmetric moving averages so that more are derived from 
a single optimization principle (outlined in the Appendix). 
The grograE also provides a '"pseudo-additive" decomposi- 
tion that has been found useful for series with periodically 
small or zero values. Finally, improvements were made 
in how trading-day and other regression eEects. including 
user-defined eKecCs (a new capability), are estimated from 
a preliminary version of the irregular component. (Alter- 
natively. such effects can "a estimated directly from the 
observed time series using the program's regARTMA mod- 
eling capabilities.) 

Section 2 discusses significant diagnostic capabilities X- 
62-AREMA provndes beyond those of X-1 B and X-l l- 
AMiCPA. These include spectrum estimates for detection 
of seasonal and trading-day effects and also sliding spans 
(Findley and Monselk 1986; Findley, Monsell, Shralrnan, and 
Pug11 1990) and revisions history diagnostics for assessing 
the stability of seasonal adjustments. We were motivated in 
this development by our experience that, although the diag- 
nostics of X-I?-ARHMA are an important advance beyond 
those of X-11, they sometimes f a i  to identify series that 
ca.nnot be sa.tisfactorily adjusted. They also sometimes give 
an incorrect indication as to whether the direct or an indi- 
rest adjustment of a.n aggregate series should be preferred 
(see the examples in these articles). 

Other important feahres of X-h2-AMklA derive horn 
its regAEMA modeling capabilities; these are discussed in 
Section 3 and illustrated in Section 4. X-11-AMMA lacks 
the capability to add regression effects to rhe models used 
for forecast extension. Although preadjustment for trading- 
day and other regression eEects est~mated f ~ o m  ~rregulars 
( h e  approach taken by X-11-A_WMA/88) may usually do 
as well for point forecasts. this approach 1s more ilmted 
than use of regARHMA models, as our later d~scuss~on will 
show X-12-ANMKs use of regAPJMA models can po- 
tent~ally amprove forecasts and backcasts and. through its 
outlier ciecection capabilities, help robusti@ model param- 
eter estimates and model forecasts against additive outliers 
ancl level shifts. 

The focus in Sections 3 and 4 is not, however. on advan- 
tages of using regAWPMA models for forecast extension. 
Rather, it is on a variety of ~mportant direct applications 
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for regARIMA ~msdels in seasond adjustment. These in- 
clude the follotvi~g: ( 2  ) regARPhfA models for trading-day 
z l~d holiday eEects (Bell end Hillmer 1983) pro\-ide more 
reliable diagnostics for the Fresence of such effects than do 
F statistics of regression models fit to the irregular compo- 
aenb of the seasocal decornposii-ion as in1 X-l I (see Secs. L.4 
and 3.3). (2) Chang and Tiao (l983) and Bell (1983) showed 
horn7 regAWi\vHbA ~nsdels can be urcd to detect additive out- 
liers (A3's) and level shifts (ES3s). (See also Chang, Tiao, 
and @hen 1388, Sec, 3.2, 2nd Pipgendix C.) Allowance for 
such outlier effects in a   nod el can help protect the model's 
coeficlent estimates and forecasts against corruption (Bur- 
man and Otto 1988; Ledolter 1989). (3) The ability to handle 
AO's provides a capabiliry for dealing with small amounr 
of missing data: Bruce and Mar1:ia (1989) observed that ex- 
ac'i trea;rnest of missing observationzs is approximately the 
sane  as replaci~~g missing observations by their estimated 
A0 effects (see Sec. 4.2). (6)  Ireadjusti~ent for LS's (be- 
fore seasoncl ~djus'sment by %- B 1) can overcome one of the 
most 1iroi:bling common sources of dificulty for X-l  1-the 
inability of its lrerd filters to track sudder? changes in level. 
For exaxple, Figinre 2 slsov:s the graph of the series of net 
ir,come from U.S. retail sales and the modified series n-e- 
swlting from the ase of an LS regressor iia a regARIMA 
model cf the log series to remove the precipitous drop in 
level in the first qaarter of 1982. (This drop was caused by a 
govera~nental action, called the Paperwork Reduction Act, 
ilzas ~ o o k  si-iialler companiesoout of the survey universe.) 
( 5 )  regAMMA nncders caa be ilsed to test for changes in 
sease11aE pattern, in td ing-day  eRecis: and so forth. Note 
from Figure 2 that the net income series from the reduced 
universe appears ha have a different, more stable seasonal 
patters than the pre- 198% series horn the larger universe. 
In Section 4.i ,  we shaiE show how regARIMA models can 
be used to test this series Fo:- a change In seasonal pitern.  

'ro complement its regAR4NlA modeling capabilities X- 
i2-AKINJA also prevides extensive model-selection diag- 
nostics. incll~idiag recently deveiopeci diagnostics based on 
out-of-sample foreca-st perl'ormance. The need for such di- 

Figure 2 Net Insonis (Sales - Casis) From U.S. Retail Sales With 
imd INi:haut 65 Adj~isrnioi?t -- , 0,rig'iginal; . . ., Adjusted. 

agnostics in scasonal adjustment will become clear in Sec- 
tions 3 and 4: Many of fhe model comparisons that arise 
naturally within the rich class of regARIMA models ap- 
propriate for timc series with seasonal and calends egects 
are not addressed by standard statistical tests. 

Finally, Section 5 briefly illustrates the new user interface 
of W-12-AREFAA. This interface. which uses s si~r~ple,  self- 
descriptive command language, greatly simplifies the pro- 
gram's use in both production and research envirocments. 

1 NEW X-11 ADJUSTk4ENT OPilONS 

We begin with 2 review of the decomposition procedures 
of X-11. This serves as background for !he discussion of the 
program's nevi seasocal and trend wmving merage options 
in Section 1.2 (and Appendix B) and its new deco~nposition 
option in Section 1.3. The final Section 1.4 explores is- 
sues surrounding the estimation of regression eEect compo- 
nents, such as trading-day components, from the irregulars. 
K dl incIudes ' a derivation of X-I I's deseasonalized model for 
multiplicative trading-day eiicects and discussion of how tihe 
derivation's naodel-deseasonalizati~rn~ approach is atended 
in X-12-ARHMA to "ie additive and other decompositions 
and to other regression effects. 

1 .I  Decsmpositiofls for Seasorial Time Series 

The basic seasonal-adjustment procedure of X- P I and 38- 
l i -AWIMA decomposes a monthly cr quarterly time se- 
ries into a product of (estimates of) a ireizcc" component, a 
seasonu; component, and a resi6ual component, called the 
irregular- component. Such a multiplicatiav deco.mposizion 
is usually appropriate for series of positive values (sales, 
shipments, exports. eic.) in vl7hich the size of the seasonal 
oscillations increases with the level of the series, a charac- 
teristic af most seasonal macroeconomic time series. Under 
the multiplicative decon~position, the seasonally adjusted 
series is obtained by dividing the oslginal series by the es- 
timated seasonal component. The valncs 0:' the estimated 
seaso~al  component are called seasonal jactols. There is 
also an analogous additive dsconiposition, which decom- 
poses the series into a sum of trend, seasonal, and irregular 
components, with the seasonally adjusted series obtained 
by subtracting away the estimated seasonal component. Al- 
though analyses of the properties of X-11 often focus on 
the additive decomposition (e.g., Cleveland and Tiao 1976: 
Wallis 1982: Ghyse"!. Granger, and Sikios 19961, the mul- 
tiplicative decomposition is used far more fr.equently. 

X-12-ARIMA retains the basic multiplicative and ad- 
ditive decompositions. Moreover, in common with X-11- 
ARTMA, the X-12-ARIMA program can calculate a second 
multiplicative decoxnposition by exponentiating the addi- 
tive decomposition of the logarithms of the series being 
adjusted. This is called the log-additive decomyosii-ion. Pr 
is used mainly for ~esearch purposes: because it requires 
a bias corrcctinn for its trend estimates (due to geomet- 
ric means being less than arithmetic means) as well as a 
diEerent calibration for extreme value identification based 
on the lognormal distributiora. Section i .3 describes a new, 
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fourth decomposition. the pser/do-ucldifilje decomposiriorz, 
that was developed at the U.K. Central Statistical Ofice. 

Following X-1 I, the default scheme of X-12-AMMA for 
obtaining the various three-component decompositions of a 
lime series is a three-stage procedure. This is presented in 
Appendix A for the simplified sit~atior? of a series with no 
extreme values. It is further assumed that the series has been 
extended far enough by forecasts and backcasts thatthe data 
required by the formulas in Appendix A are available for all 
months t in the span of t5e observed series. Tne only cal- 
culations whose role may not be clear are those of Step (d) 
in Stages i and 2 ,  Their effect is usually to make 12-month 
totals of the adjusted series be close to the corresponding 
totals of the unadjusted series. [The log-additive decompo- 
sition is not explicitly presented in Appendix A. because its 
comp~batbons parallel those of the additive decomposition. 
Hn X-12-ARIMA, the log-additive decomposition inclades 
a bias-correction due ro Thomson and Bzdci (19931, which 
is applied ro the exponentiated trend component.] 

1.2 X-S 1 Seasonal Adjustment and Trend Filters 

1.2.9 Synzrnerric Seasonal Fi1tei.s. The symmetric sea- 
sonal moving averages used in step (c) of Stages 1 and 2 
in Appendix A halve a similar structure: They ar1-se simple 
3-term moving averages, of simple averages of odd length, 
2n + 1, of SI ratios (detrended series values) from the sanze 
calendar month as month i, 

with 

$x (%%+I) . is referred to as the 3 x (2n + 1) seasonal mov- 
ing axJerage or seasonal filter. In Che default setting of X- 
1 I ,  the 3 x 3 seasonal moving average is used at step (c) 
of Stage ! and the 3 x 5 seasonal moving average at step 
(c) of Stage 2. X-12-ARIWIA and X-I I-ARIMA/BR differ 
from X-ll in that step (c) of Stage 2 uses a criterion due 
to Lothian (1984) to select from arnong four filters-the 
3 x 3 , 3  x 5: and 3 x 9 ~noving averages and the average of 
all SB ratios from the same calendar month as t ,  the sta- 
hle sensoizol avemge. Optionally, in all t h e e  programs the 
user can specify any of these moving averages for use in 
any calendar month. The chosen merages are then used in 
step (c) of both Stages 1 anid 2. En X-12-ARIMA, there is 
also an optional 3 x 15 seasonai moving average. This El- 
ter was used in X-10 and in a customized version of X-9 1 
at the German Bundesbank as an alternative to the stable 
seasonal average for series of length at ?east 20 years. The 
appropriateness of longer seasonal moving average filters 
has been suggested by reseaxchers ii~vestigating ARIMA- 
model-based signal-extraction seasonai adjustments. (See 
Bell and Billrner 1984. pp. 308-309). 

1.2.2 Sy'vmmesric Trend Filters. The syrnnietric Hen- 
derson trend (or ""send-cycle") moving averages used in 
step (a) of Stages 2 and 3 bvi14 perfectly reproduce a CU- 

bit polyfiomid. NJoreover, their "weights9. h:""+" change 
with j as smoothly as possible in a sense we explain iil 
Appendix B, where their Sornlauia is given. In X-11 and X -  
11-AH$eMA/58. either the user or the automatic ""variable 
trend cycle curve routine,'" discussed at the end of Appendix 
B, chooses among Henderson filters oi length 9. 13; and 23. 

In X-12-ARTMA. the auiomatic selection procedure is 
the same. but the user can alternatively specify any odd- 
number length 2H t 1. The specified Henderson filter is 
then used in step (a) of both Stages 2 and 4. In recent years 
the Australian Bureau of Statistics has been using 15-term 
and I?-tern Henderson filters in their cushon~ined version 
01 X- d. 1 as alternatives to the 13-term filter. 

Figure 3 displays tine squared gain fe~nctions (up to fre- 
quency X = ,251 

of the 13- and 17-term Henderson filters ( H  = 6.8), to- 
gether with the squared gain f~rnctions of the resulting X- 
11 additive-decomposition trend-component extraction fii- 
ters for a monthly series. These trend extraction 5lters are 
obtained by combining (convolving) all of the additive de- 
composition's linear operations in Stages 1-3 used to obrain 
the final trend estimates T:':"). Recall thrxt ihe product of the 
squared gai9 f~~nci ion and the spectral density of the filter's 
input series gives the spectral density of the output series 
when the input series is stationary (see Koopmans 1974. 
p. 86). Thus, at frequencies at which the gain function is 
close to 0. the variance components of the illput series are 
stippressed. Fignre 3 shows that the He~iderson filters sup- 
press the higher-frequency components of a seaf onary input 
series and essentiailji preserve the ~.r,agnitudes of the corn- 
ponenrs w:hose frequency is close enough to I). A similar 
effect can be expected with nsnstadonsry inpl~t series (see 
Oppenheim and Schafer 1975, p. 110). As Figtare 3 shows, 
the squared gain function of the 13-term Henderson filter 
has substantial power beyond the first seasonal frequency 
1/12. This results in the peak jusi beyond this frequency 
in the squared gain of the associated trend e~rtraction fil- 
ter. (The preceding dip down lo 0 at i/E2 comes from the 
seasonal-adjijus;~~~e~ir operations applied before the applica- 
tion of the i-!enciersoa trend filters.) Because of this peak, 
it has been claimed that X-l"as final trend estimate from 
the 13-term Bendel-son filter exaggerates short-term cycli- 
cal behavior (Schips and StYer 1995). The 3 7-term Hender- 
son filter is the shortest that does not resui? in a significant 
peak beyond the first seasonal frequency in the squared gain 
function of the trend extraction filter. 

1.2.3 Asy7?~nzelric Fil~ers. Now we coilsider briefiy the 
asymmetric filters ersed mar :he beginning and end of a 
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Trend Filters 
17'-i@rm 

9.800 58.083 O.'aB7 0.250 0.098 0.083 0.167 0.266 

Irequency frequency 

X-'i "arend Filters 
{With 9 3-tt3~5ll q~2der86n)  (~fi:h 1 7 - 8 ~ ~ ~  Henderson) 

frequency f sequency 
Figure 3. Henderson anolAddiiive X-1 I Rend ,Filter Squared Gains for Frequencies LO. .25j. The deseasonalization priof ro final trend estimat~on 

pro&!ces the 0 at X = ?i f2  in :,be .tr&)nd filier gains, ~hlith the result that some higher-frequency components will be s~~opressed less than iower- 
frequency cornponenls near X = 1/12. $When the 17-term Henderson filter is useoo: !he second  pea^ ii: the trend fiiter's squared gain is quite smail. 
Consequentlg !.rends f x m  (,+is Zter have neegigihle suscepiibiiity to displaying anomalous higher-frequency oscillaf~ons compared to trends obtained 
by use of !he 13-term Henderson filter. 

series that is not extended, or cot fidly extended. by fore- 
casts afid baciccasis. In %-12-ARIMA, the coeficie~~ts of 
the asyrnrnetwic filters associated with the 3 x 9 seasonal 
filter are slightly rrncdifieii versions of the filters in X -  B k 
m d  X-I 1-ARIMA. Tne msdifia:atlons were done to obtain 
ESters that are derivable i'rona an uiapublished optimization 
principle developed by M;.sgrave (1964) that is detailed in 
Appendix 8. There is is explained illat the asyrnanetaic re- 
placements for both the 3 >: 9 seasanal filter and the Ken- 
dersorr filters are deierrnined by values chosen for a certaii~ 
'hoke-to-signal ratio." For the Iienderson filters, :he X-32- 
ARIALA user cr.n change this ratio to obtain diSeaent asym- 
metric 5lters. This is one of the 9rogram.s "rareiy used op- 
trons," inte~ded for the researcher or specialist ratker thm 
for the gene:-al user. An unpabiished formula of M. Doherty 
for the exact solution s f  b.4usgrave's optimization [given as 
(B.3) in Appendix B] made it easy for us to isnplemezlt both 
this option and. the option ;a allow the user 60 specify Hen- 

derson fiiters of any odd length (replaced by appropriate 
zsymmetric fikers near the ends oC the series). 

X-12-ARIh$Ax can srodiice a s~nsothed version (%xdq'S 
of a nonseasonal scrles through application of any of its 
13enderson trend filters directly to the input series, or- to rhe 
series modified by regression preadjustments (if, for exam- 
ple. there arc outliers). 

1.3 The Pseudo-Aslsiilive Decsmpos~tisn 

The pseudo-additive decomposition bas the form Z: = 
&(St f It - 1) = Tt(St  - i j  TtA4. The algorithm for its 
calculation is summarlzed in Appendix A. According t ro/' 
Saxter of the U.K. Ofice for National Statistics, where it 
has been wed for almost 20 years, this procedure was devel- 
oped for seasonally adjusting nonnegative iime series that 
have hguite small. possibly zero values in the same month 
or months each year. Such months have seasonal factors 
close to 0, a.nd dividing by such v u y  srnaEE factors pro- 
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duces unsalisfactorg: remits. Adjustment of these months 
by subtraction of an estimate of Tt(St - 1) z -Tt is more 
BiEtely to give an estimate close to the trend of the series, 
becadse Yi i; QO. Agriculturai products :hat are available 
only at certain times of year can give rise to such series. 
So can ifistiiuhional behavior such as the shutdown of facto- 
ries because of s u m e r  vacations, as the graph of an Italian 
cax-production series i i ~  Figure 4 illustrates. 
7' Plgure 4 shovv's both the additive and the pseudo-additive 

adjustments of recent years of this series. The first impres- 
sion might be that the additive adjustment is reasonable ex- 
cept in August of the last yearar. In this month, the addkively 
adjusted series incorrectly suggests that a very low ievel 
of production, essentially unchanged from the two preced- 
ing Augusts, represents a substantial increase. The pseudo- 
additive adjusbr~~ent provides a more plausible. neutral value 
for this month, H'r also presents the Augusts of 1989 and 
1990 as %laving significantly increased production, which 
they do have relative to other Augusts, a feature not indi- 
cated as clearly by the additive adjustment. When we cal- 
culated "she revisions history diagnostics (presented in Sec. 
2.2) for both ac!.jitstrnents of this series, however, the resuits 
(not given In this article) showed that the pseudo-additive 
adjustments of Augusts are much more likely than the ad- 
ditive adjustrrrents to experience large revisions as future 
data are added to the series. (Multiplicative adjustments are 
more volatile still and give ilnplausible adjustments.) 

It is an unusual aspect of the pseudo-additive decompo- 
sttion that the adjustment quantities removed by the adjust- 
ment operation are no: the level-tndepea~derat quantities ,§* 

as ia the other decompositions but are instead the ievel- 
dependent quantities TI (& - I);  see the steps (e) in Ap- 
pendix A. Thus, didiiculties in estimating Tt at the ends of 

Figure 4. Italian Car Production (-----) iMith Additive (-- . - j  and 
Pseudo-Additive j. . .) Seasonal Adjustments. In Italy August is the main 
month tor vacationing. and the resulting very low ievels of car production 
make this series unsuitable for multiplicative adjustment. The graphs 
show that the pseudo-additive adlustrnent more accurately reflects the 
increased production in August of 1989 and 1990. Moreovep; unlike the 
add~five ao'justment, the pseudo-additive adjustment does not suggest 
that the very low August 1993 value, which differs liftle from the August 
1997 - 1992 ~/alues, represents a subskntial increase. 

series (see See. 2.2) can be expected to increase the variabil- 
ity of the adjustments there. This decomposiiion can yield 
negative adjjersta~~en?fs for nonnegative series. 

1.4 Extracting Regression-EFr;ec'i Compor^rents From the 
ivreglriars 

The concern in this section is with the estimation of 
caiendzr ef ic ts  and other eifects by means of regression 
models for the irregular component. Trading-day effects 
are estimated this way in X- P 1 snd X- i 1-ARIMA. More 
general regression modeling oa' the irregular colnpoqent 1s 
possible in X-I 2-ARIMA, which oEerc Easter-holiday and 
other calendar-effect regressors, as well as indicator vari- 
ables to identify extreme irregulars and diminish their in- 
fluence when oiher regressior~ eEeces are estimated. User- 
defined regression models can also be estinxlated. Alterila- 
lively, X-12-ARIMA can estimate all of these effects by 
means of regAMR/IA models for the observed time series. 
This latter approach has important adva~atages. which we 
shall elaborate later, for making inferences aboul the re- 
gression effects. Our decision to retain and enhance the 
older approach of modeling the Ir;eg~ilz.rs was motivated 
by its historical success, by practical considera:ions men- 
tioned later. and by the requests of statisticai ~gencies and 
central banks in different countries who ~vish 50 be able to 
estimate their own country-specific wofking-day and holi- 
day effects in this way. 

The irregulars series, Seing the residual component after 
deseasonalizaiion and detrensing, is a natural series from 
which to estimate further co~nponents. Being all almost cn- 
correlated series. it has the appealmg snmrsiicity of bealzg a 
candidate for ordinary least squares (OLS) regression esti- 
mation of additional components. There is a complicatioc, 
however: Its deseasonaldzed and detrer~ded nature implies 
that regression models for the irregulars should also be de- 
seasonalized and detrended. In Section 1.4.8 we illustrate 
how this is done for a natural model of trading-day ef- 
fects. We obtain thereby both a derivation of the trading-day 
model of Young (1965) used by X-11 and X-1 I-ARIMA 
and also a derivation of X-12-AR11~1Ks default regP,RIMA 
regressiozl ~nodcl for trading-day eRects estimated from the 
logarithms of the observed time series. It is an important 
feature of ibis model that the effect of month length is 
known in advance and does not require estimation, The 
estimation of other calendar irffects from the irreguia-s is 
discnssed briefly in Section 8.4.2. 

1.4.1 Trading-Day efzcts L E I Z ~  Yo~trlg'.r ~Wodel. 'We be- 
gin with a brief explanation of trading-day effects. In addi- 
tion to seasonal effects. monthly time series chat are totals 
("flows") of daily economic aciivities are often influenced 
by the weeliday cs~~~pos i t ion  of the month. The presence of 
such an effect is revealed when the series values for a given 
calendar month depend lra a consasrent way over trine on 
which days of the week occur five tunes m the month. With 
retail grocery sales, for example: there is usually laver vol- 
ume on Mondays, Tuesdajis, and Wednesdays than on days 
later in the week. Thus, sales in March, say, will be rela- 
tively lower in a ye= in which March has ac excess of early 
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weekdays and higher wheo March has five Fridays and Sat- 
i ~ d a y ~  To a lesser cxkn'i, series of w""socks" measured on 
..i ule same day each ~nonth, such as inventories or unfilled 
clrders as 3f the last day csf i-he month, are sometimes semi- 
tive to the day of the week on which thcir value is obtained. 
Fiaa.1" the a7<;ueragc dai.13-y eEect in flow series czfi give rise 
to a length-of-mosrth eiTect. Because the length of February 
is not t%;e same every year this effect is not completely ab- 
sorbed by the seasol~zl component. The residual effect left 
irr Pebrueries is called the Leep Year effect. 

Recurring ~ e e l i d a y  composition effects in monthly (or 
quarlerly) economic time series are calied trading-day ej- 
fecfs. Flow trading-day aTects were discussed by Ywng 
(1965) and stcck tradkrg-day eff.ec:s by Cleveland and 
Grupe (1983) (see aiso BeE! 1984: Chen and Findley B996a). 
C : i  ~ i x e  seasonal effects, trading-day etfects can make it di%- 
rile t 
~ L J L  compare series values across mo~mtlas or to compare 
movements 411 one series with movements in ohhe:- series. 
For this reason, when estimates of trading-daj~ effects are 
statisticallji significant-, they z e  usually adjusted out of the 
series \%-hen seasonal adjustment is performed. In this ad- 
~ l s tmen t  context, t4:ey form a :Fo~i~-th decomposition com- 
ponent, the tmding-da~; component. 

To obtain a model for trading-day effects in monthly flow 
series, scppose that the j:h day of the week has eEecr n,, 
where j = 1 desjgnalLes Wdonday, j = 2 Tuesday, . . . . j = 7 
Sunday. Then if DTt denotes the nun-~ber of occurrences of 
3a.1 ,j in lxontli t, the umul2tive effect for the month wi44 
be zi=i i ~ ~ i ) ~ ~ .  Set a = C;=l a,/7 and ATt = ~ j - ~  Djt3 

the leagth of month t .  Because ~ : = , ( c t ~  -a) = O. we have 

a decomposimon into a length-of-month eEect and the net 
eEect cf the da.iiy contrasts (c?, - 6). Replacing DJt in the 
center expression of ( I )  by DJt - 4 changes nothing and 
makes it clear ahat ";his second component is equal to the 
sum of the ( n ,  - a )  for those .iveekdays j that occur five 
cilres in month t. 'fire shall obtain a deseasonalized and 
level-netxrral s>ersion of ( I )  by removing catendar-month 
xeans. 

TI a a e  monthly calendar repezts itself over a ~ y  28-year cy- 
cle (until Ibe year 21OO when the 29th of February is omir- 
ied). Golasequently, :he variables DJt are periodic with pe- 
riod 336 (= i ? x  228) ~iocths ,  and the calendar-month means 
(;/2d) ~ 2 ;  Dj,t-izk have ilae same value for a11 t and j. It 
fo1lorrv.s that the %year calendar-moath means of the dif- 
ference vzriables D,t - Dit on the right in (I) are 0. This 
implies that the final expression iar (1) involvir~g these dif- 
Ferervces has a seasonal component of 0 and aiso a level 
component (336-mosrth mean) of 0. Thus the seasonal and 
level corfiponents of (1) reside in the calendar-month means 
of a&. Secnuse ."b't+48 = ItTt, these are given by &2;* with 
-h;* = ( I  j?j ?7i+lzk. Wow these components are rc- 

moved from the model depends on the type of seasonal 
decomposition used to obtain the irzegu4ars, 

For the usual case of a multiplicative decoi~?position, a7c 
then deseasonaline and detrend the trading-day eEect by 
dividing ( I )  by Setting 3j = (o,/ti) - 1, this yielsls 

This is the formula for trading-day eeects given withohit 
derivation by Young (1965). With jt denoting a preliminary 
esf alate of the irregular component. the X- 8 1 program and 
its direct descendants estimate 31. . . . . 36 (and thus 3;. = 

- c:=, 3J)  by the BE$ fitting oP the regression model 

In X-12-ARHMA, the analog of ( 3 )  for the addzffve de- 
canzposzfzorz 1s obta~ned b)  sbbtractiirg ii,Y; from (I).  This 
q aelds 

where now ,llo = a and (3, = uj - 6 for 1 < j < 6. T h s ,  
in the additive case, seven cocfficients must be estimated 
instead of six. In X- 1 1 and X- 9 1-ARIMA, the regressor 
,lTt - A;̂  is not used. [Young told us that he agrees that X- 
14 should have used (41.1 For the pseudo-additive detain- 
position. letti:mg = (1/48) ~ f= ,  = 30.4315 (the 
average month length), it can be shown that deseasonaliza- 
tion and detrending lead to trading-day factors of the form 
1 + - ;IT* + ~ , 6 = ,  lij (Dl! - D ~ ~ ) / S .  

Finally, to motivate the regARHCa/BA regression model con- 
sidered in Section 3 for logarithms o l  Che observed series. 
we need the trading-day factor formula for the log-additive 
deconzposirfon. Taking <he logarithm on the left in (2) and 
using log(l A a )  x ;I.: one obtains 

The summation on the right in (5) has 28-year-calendar- 
month naeans equal to 0 and ihus has no seasonai or tread.. 
Hence, it can be talien as the regression expression E'er 
trading-day effects in the additive irregular conlpczrent of 
the logs of the time series being adjusted. Exponentiating, 
using ex - I 4 ,T, and setting 3; = 32/A%T, we obtain both 
an exact and an a-pproximate trading-day fact01 formula Far 
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the log-additive case, by means of a procedure like she one discussed in Section 
3 and AppenGEx C. 

Fknallj~, X-12-AMMA a1lows i~ser-defined regressors in 

(' - .".;t" 
exp - 

The approximating second expression; lusther simplified by 
creating N,/,V; as if it were equal to 1.0. defines W-12- 
ARIMKs default regARIMA model factors for irading-day 
egects in the logarithms of the observed time series. [See 
(14) in Sec. 3.1 

There is an alternative to the deseasonaiization and de- 
trending approach jnst ilie:.strated that is most appealing 
with additive siecorqositions, This is the ""matched filter- 
ing" procedure used for the trading-day regression in the 
SABL seasonal-adjustment program; described by Cleve- 
land and DevPis, (1982) and Cleveland (1983). In this pro- 
cedure, the ""irregular  filter^' is applied to the regressors DJt 
in (1) prior to the irregulars series being regressed on them. 
(The irregular filter correspondstto applying all of the lin- 
ear operations of Appendix A used to calculate the irregular 
component of a series.) Because this Is obviously alrlother 
way to deseasonalize and Getrend the trading-day effect, this 
may accomplish m ~ c h  the same thing as the procedure dis- 
cussed previously. The matched filtering approach is also 
plausible when an additivc decomposition is obtaii~ed for 
a transformed version of the original series, as in the log- 
additive case. HI- is unclear haw matched filtering applies to 
the snultiplicakive or pseudo-additive decompositions. 

1.4.2 Other Wegressoi-s and Roi?ust@cation of rhe Re- 
gressions Agatrzsziadditive Outliers. Sicce the early P970s, 
the of the X-4 J program used at the CERSUS Bu- 
reau also obtained estimates of the effects on retail sales 
of Easter and sf the moving C.S. holidays Labor Day and 
Thanksgiving. Zaster effects. for example. can increase re- 
tail sales of clothing in the week or so prior to Easter or 
decrease factory shipments in certain industries a few days 
before Easter. [The X-l l procedure for estimating Easter 
egects was detailed by Chen and Findley (1996bi.j X-IE- 
ARIMA/88 estimates an Easier effect from the series of ir- 
reg~r la~s  using a different procedure, described by Dagum, 
Wuot, and Morrji (1988). In X-11 and X-li-AKIPi/lA/88, 
the trading-day and holiday effects are estimated iteratively 
rafher than simultaneously. 

In X-12-AWIBh/SA, these effects can be estimated simul- 
taneously Gom the irregulars. With sseci? a dixrerse set of 
regressors, howflier. %he deseasonaiiration and detrending 
procedure exemplified previously can lead to izonlirzear 
regression models (Chen m d  Findley 199%). These can 
sonetinaes be linearized easily. [For example. iIne appro"- 
i m a t i o ~  in ( 5 )  is a linearization,] %he coefieient eseimates 
can be protected against the effects of extrenme irregulars 

the irregulars regression. These regressors may need to be 
deseasoiialized and detrended before being inplat to the pro- 
gram. 

1.4.3 Model the fireguln~~s oor ikf~del the Original Se- 
ries? Instead of modeling the irregulars series, one can 
model fhe original series, as we discuss in Section 3. This 
has important advantages for making statistical inferences 
about calendar and other regression egects. Implicit in the 
use 3f OLS regressions and the associated F tests of sag- 
oificanse is the assumption that :he irregular component is 
a series of constant-vziance, independent variates. Rather 
frequently (with 14 of 71 series in the trading-day model- 
ing study described by @hen and Findley 1993. 1996a), the 
regression F statistic from a regression model of the irregu- 
lars has a spuriously significant value in tests of the null hy- 
pothesis of no ekfec:; evea at the .01 leve? of significance- 
an indication that this implicit essnmption is often not ad- 
equately satisfied. In fact, some autocorrelation is typically 
found in the irregulars: The sample autocorrelations be- 
"Leer? irregulars a year apart are almost always negative 
and larger in magnitude than d1 other sample autocorrela- 
tions (often being close to - . 2 ) .  Moreover, it is clear from 
the trend filter gain functions that X-11's relatively short- 
ierm trends cannot fuPiy capture long-term correlation in 
the data if it exists. Additionally. there is heteroscedasticity 
near the ends of the irregulars series because of the time- 
varying asymmetric filters used to obtain the decomposition 
near the ends of the series being adjusted. To detect a spuri- 
ously significant F statistic, the spectrum a.nd sliding-spans 
dragnostics d~scslssed nn Sectlo? 2 can be used, as can the 
~egAPd!vlA model d~agnostacs that wril be discussed in Sec- 
t13r2 5 2 

One mlgh; expect that estlmaies of calendar and other 
reglesslon effects vrould also be better when these come 
horn regAMMA models, both beczuse these models ac- 
count for the correlation structure of the observed series 
and because they model the ezects directly rather than as a 
residual component identified after seasonal and trend es- 
timation. We have not found this to be universally true, 
Y-iowever. In Section ' . 3  we shall show how o~t-of-sample 
forecasting performance can be used to demonstrate the su- 

- - 

periori,ty, inferiority. or rough equivalence of calendar-effect 
estimates from regARIMA models versus those from OILS 
regression models of a preliminary irregular component. 

The better inference properties and the typically equiv- 
alent or better performarmce sf estimates from regAMMA 
models lead us usually to prefer using a regARIMA model 
of the original series to estimate regression effects. There 
are some series that cannot be inodeled we12 by regARIMA 
mcdels, however. due, for example; to frequent changes in 
variability or to erratic trend movements over the course of 
the series ihat 'equire more sophisticated detrending pro- 
cedures than differencing. Finally, many people worldwide 
who are responsible for producing seasonal adjustments do 
not have the necessary training to develop regARIMA mod- 
els for their series. 
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X-12-AXlM- p:mvides the diagnostic tables of X-il 
and %-I 1--ARIT&A., us well as {.he iVIi-Pt4l P quality-control 
stat; r41rLSh ',v:-,- of %- 1 I-ARlFdIA, i t  also has importa~zt additiona.1 

diagnostics: inckud"nng spectmna estimates for the presence 
of seasonal and trading-day eKects (see Sec. 2 , i )  and the 
sliding spans and revisic~zs history diagnostics of the stabil- 
ity 3f seas~na! adG:istxents (see Sec. 2.2). The sliding spans 
and revisions %stories are dicecily interpretable, viherees 
IVJI-i",!I21 are indirect ma&sures. in some cases very indi- 
rect. o"deia fearijres 41ioivn to be troublesome for the X-14 
_metl-aodologjl. ?~hii: of tile Mj-MI I statistics can be calcu- 
ieted Cur shore time series. however, so~xething innpossible 
for tl12 cm.l:e~lt s t i lb i t '~~~ diagnostics of X- I-P-ARliI3/BA. 

2.4 Using .SpsCi:um Estimates ?s Detect Seasonal 
Effscls and Flow -$rading-Day Effects 

Sensitive dregnosiics are sometixnes needed to determine 
if s e a s o n a h  trsdiiag-day eEects x e  presenr ir. a series. This 
is especielly :me for dezeciirg residual effects in a. series 
ha t  E;as already been adj:iste,d for seasonal and trading-day 
eEec:s. For a series adjusted by- direct application of X-EZ- 
ARIMA, residua! seasonality can result from inadequacies 
In the adj~istmen~: procedures cia-osen or from dificstlt-to- 
estimate seasonal e3eces in the series-for exampie. highly 
- ba~,siakie r e  I. C1 eEects. With an indirectly acljivsted aggregate se- 
ries_ .~410se adjactmeat is o31aiorned from its cornpo~lent se- 
ries (say a national series that is a sum of component re.- 
gicioai series), it can happen i!.rat sorrie of the component 
se ies  a x  not adjusted fos one 01 both of seasonal and trad- 
ing efIects. either bicar~s"ths effects are not detectable or 
beca~tse t h y  are FO: reliably estimable ie these components. 
7- rhis can leave residual eBeies. 

As seasonal acd caiendai. effects are zpproximately ~ e r i -  
odic, it is ~xtiural to use spectrum estimation to detect their 
presence. The pcriod that defines seasonal effects is one 

-8 year. Ihus, ia monthly series: seasonal effects rail be dis- 
covered :hroi~gh the existence of pi-orninent spectrum peaks 
at ariy of the freq~fi~ncies k l 1 2  ~ ~ i ~ l e s  per month, 1 5 k 5 6. 
In quiLrterly series ,!he relevant frequencies are 1/1 and 1/2 
cycles per q ~ x x t ~ , ~  

Bdontilly ~~ai l r rg-day  eifects hare a period of 28 years 
(.3?6 rnon6rrs). This long period leads Lo an mierabundance 
o:' .F. .rcq~aencies potential??l:ij~ associated with trading-day ef- 

Es-; peaks {see ?vIcN~~!ty and Kufi'la7a.n 1959). Cleveland 
and LlevYin ji982) demonstrated, however, for flow series 
rhai the most sensCzve freqvencies will typically be 24-8 
cycles/monih a d  ,432 cyc:es/n:onth. The empirical expe- 
rlence of W. l?~ ".eveland at the Federal Reserve Board 
showed tha: 13eaks at i32e bitweekly-period alias-frequency 
.3Ui cycles/mni!~ [.YO4 = 1 -- 2 x ,348) are also useful 
indicators of a ~radlng-day = ? k t .  

JWl-enever seasocai adjustment is done (with or without 
kading-day ;~dj~~shriaerit), X- i 2-ARIhTA automatically es:i- 
mates two spectra, (1) ihe spectrum of the month-to-month 
differences of the aciiusted series ma'dified for extreme va!- 
ues fi-om %-%i obiput tabif: E2 (or of the first differences 
bf ! 0 g f ( ' i : h ~ l ~  of t i l i ~  series \>!i'tl> 2 :l~~itiplicative adjust.. 

anent) and ( 2 )  the spectrum of the filial irregenlar- component 
adjusted for exzreme values, horn output table E3. First- 
differencing is a crude detrending procedure that Is usually 
adeqaate to enable the spectrum estimate to reveal signif- 
icant seasona! and trading-day effects. The program com- 
pares the spectra? ampllrude at the seasonal and trading- 
day frequencies ilated previously with the amplitudes ar the 
iaext lower and higher frequencies plotted. Ef these meigh- 
boring amplitudes are smaller by a margin that depends on 
the range of all spectrum amplitudes, then plots of the es- 
timated spectra are automatically printed, togeil~er wi'lik a 
warning message that gives the number of '"visually s ig~~ i f -  
icdmt" peaks f m n d  a, seasonal or traaing-day fiequenc~es. 

The best known spectrum esl-imalor far detecnng lao*lrhl,- 
don1 periodic components is the periodog~aln [see Priestiey 
(1931. pp. 390415) for a very knrurmative discussion!. For 
a series st, i 5 t < N, the periodogl-s.m, Enil decibel anits. has 
 he formula 10 logl0((2/Aj?i)l c;:, ~ x % . t e Z 2 T i ~ X 2 ) ~  0 < X 5 . 5 ~  
[At the frequencies X = 27in/;V. 1 5 n 5 [AT/2i,  letting 
Ax and Bx denote the least squzres estimates of the coef- 
ficients of the regression of xt on .A cos 2xAd T B siii 2 ~ X i ,  
the periodogxam is equal to IOlog,,((Y/2)(A~ + U:)): see 
Priestley (198 9 ,  p. 395),] The periodogram is one of tke two 
spectrum estimators in X-12-ARIMA. the other being :he 
autoregressive spectrum estimator, which in decibel n;i,iis 
has the fofin-~ 

The coe6cien:s c, 2se those of the least squares regression 
of J; ,  - .i. on xi- ,  - 2 .  I < j < m, with 2 :r: ;I7-' T'"~ iit=l .ztl 

and 0; is the sample variance of the i-esultitzg regression 
residuals. For a discussioln s f  this estir~ator, see Priest- 
iey (198 1. pp. 600-6121. The default spectrum es'iin~etoa. 
in X-12-ARHMA usually uses mn = 30. as in .:he BKL- 
SEA seasonal-adjustment program (Akaike 9980: Akailte 
acd Tshiguro 1983). Although this es:irnate is .;eme.iPJhat 
less sensitive to the presence of periodic components ihan 
the periodogram, its graphs are much more stablc mder 
slighc changes in the datz window used or in the set of 
frequencies chosen for its evaluation. The radian frequen- 
cies xsed in the spectrum graphs produced by X- 12-L4RlI~dA 
are X = k/1213,0 5 k 5 10, except thet the three trading- 
day freqnealcies .30-1. ,345, and ,432. whose specrra'a amp& 
iudes are plotted with a T, are used in place of their cioses8 
neighbors of the form k/120. T11e amplitudes a: the sea- 
swnal lrequei~cies 1/12, 2/12. . . . . 6 , / i 2  are plotted with a,rc 

S. Examples will be given shortly. 
The spectrum of any span sf  data within the series can 

be estin~i,led. The default span far the automatically calcu-. 
iated spectrum estimates is the most recent eight years of 
data if the series is at least this long. Data-iisers are nor- 
mally most concerned about recent data, and eight years of 
monthly data are usually eno~-zgia to achieve seliab1.e esti- 
mates of trading-day effects. When the pattern of the ef- 
fects changes substantially over the course of the series, 
diagnostics calculated f~-oin the f i~ll  series can Eead to deci- 
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siows that are inappropriate for the recent data, as we now 
demonstrate. 
7. 2agure 5 shows X-12-ARHMKs output spectrum plots of 

(7) from the irregular component of Ihe construction series 
of single- and multi-unit housing starts (January 1964 to 
December 1982) from the Midwest region of the United 
States, after seasonal adjustment but without trading-day 
adjustment. The spectrum of Pignre 5(a) is from the f~il6 ir- 
regulars series. Ht shows a strong peak at the main rrading- 
day frequency .348 and a very slight peak at the frequency 
.304. The spectrum of Figure S(b), which is calculated from 
the Past eigPr't y e a s  of the irregulars series, has no trading- 
day pealts. The conclusion is that there is not a significant 
trading-day effect late in this series. This conclusron mas 
confirmed by model-selectaon diagnostics (Chen and Fand- 
Bey 199623. 

In a purely diagnostic mode, X-12-AMiYHA can calcu- 
late a spectrum estsma~e of the first differences of an input 
rime series (or of its logarithms) and print a spectrum plot 
without doing any fwrther processing. This feature was de- 
sigaed for use at the Census Bureau In a once-a-year mspec- 
tlon looitnng for resnd~aal seasonal and trading-day eEects m 
major aggregate serles that axe com~iled  from component 
series, some of which might not be seasonally adjusted. 
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Figure 5. Graphs of the k R  Spectrum (7) of the Irregulars of North 
\@/ears. The dominant peak at the second trading-day frequency in (a) dot 
trading-day effect in the last eight years. 

2.2 Diagnostics for the SSabi!ity of the Seasonal 
Adjustments and Trends 

A seasonal (and trading-day ana holiday) adjustaent that 
leaves detectable residual seasonal and calendar effects in 
the adjusted series IS usually regarded as unsatisfactory. 
Even if no res~dual eEects are detected, Ihc adjustment 
will be unsatisfactory if the adjusted values (or important 
derivative statistics, such as the percent changes from one 
month to the next) undergo large revisions when they are 
recalculated as future time series values become available. 
Frequent. substantial revisions cwse data users to lose con- 
fidence in the usefulness of adjusted data. Indeed, such in- 
stabilities in the adjustments sho~ald cause the producers 
of adjustments to question their meaning. Unstable adjust- 
ments can be the unavoidable result i f  the presence of 
highly variable seasonal or trend movements in the series 
being adjusted. They can, however, a'nsc be due to inappro- 

- - 

priate option specification in the software used to produce 
the adjustmeilts, in which case they are avoidable. 

2.2.1 Sliding Sparzs. X-12-ARIMA includes two types 
of stability diagnostics, sliding spans and revision histories. 
The sliding-spans diagnostics display, and provide sumnary 
statistics for, the different outcomes obtained by running 
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Central Housing Starts From (a) the Fuii Series and (b) i h  Last Eight 
3s not appear in (bj. Hypothesis testing confirms the lack of a significant 
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the progrem o7i ul; to four overlapping subspans of the se- 
ries. F,or each ~1011th thae is ccllnrnon to at least two of the 
subspans, these diagnostics an,alyre the difference between 
the largest and smallest ad~ustments of she month's c8a;'~ilix-i 
obtained from the diEe'erent sparis. They also analyze the 
lal-gest and smallest estii~aies of month-to-mon;th changes 
and of orhe:: statistics of interest. Several uses of these diag- 
nostics were demons4:ratcd by Findley et al. ( 1 9 0 ) .  I t  mas 
shoarr hov; they im21roiie on; lor complement in important 
ways, earlier diagnostics for (a) deternir~ing if a series is 
being adjusteB edeqnately. (&I deciding between direcr. and 
indirect adjustments of an aggregate series, and (c) con- 
~hrming option choices scc5 as the length choseli for the 
seasanal hlhe: 0: shs i ing ihai other option choices must 
be iried. We refcr the reader to this article for examples of 
these uses and others. Battipaglia end Focarelli (1995) per- 
formed simulation expcri~~ernts and concluded that stability 
statistics Gom slidi~rg spans were significantly more corre- 
lated with adj~~stmemc accuracy than the & statistic of X- 
!I-l?rRIIV!A, whisk is z weighted average oC the MI-ic"dll 
srariscics. Orher comp.risons lxtween siidirng-spans diag- 
xc?stics and Q weye given by !Findicy and MonselE (1986) 
an6 Findley el al. (4990). 

22.2  Revision Sisrories. The second type of stability 
diagcostic ic X-12-ARihlik considers the revisions asso- 
ciatzd with continuo~s seasanal zdjusiment over a period 
o l  yezrs. The basic revision calculated by the program is 
:he &Re;-ence between the emliest adjustment of a month's 
dat~im obraincd when that mor!eh is the fine4 month in the 
series and a later ~cljxstment bcsed on all future data avail- 
able at the time of the diagnostic analysis. Similar revisions 
are obtained for rfiol-dla-to-month changes. trend estimates, 
acd trend changes. Sets of these revisions, calculated over 
a csnseccative set of time points within the series, are called 

. . 
yevlsions histories, Vie will show ~ G W  they can suggest the 
n~rsbe r  of ycxs  of forecasts tc use in forecast extension 
of the seTics and %ow they indicate wiaether the (final) Ben- 
dersoli trend estimates (from output table Dl21 are stable 
enocgh to serve as an alternative to the seasonal adjust- 
~*- s 2 a : s .  - (The Australian B ~ireau of Statistics prefers to pub- 

these tsecd esd-mates ins ted  of seasonal adjustments 
because the tread es:imaies have fewer changes of direc- 
:ion i r d  therefore seen  :nore interpretable to da:a users, 
.- ,asecialEy .. when the seaso~:al adjtrstments are qnite volatile. - 
h3r the s u r x  reason, sonx other statistical agencies are also 
consider.ing porblishirrg the Henderson trends.) 

Tc ddesciii'~., the l?a,;ieqr af revisions thae can be obtained, 
we i;mtsodr.ce precise notation. Sluppose a set of options has 
b e w  chosen for the appiication of %-12-AREMA to the nn- 
adjusted time series T;. I 5 t < 3'. For any of these months 
t .  and sny in:-eger ti in the interval t 5 u 5 A:, let A,,,, de- 
note the seasonally adjusted value for tiialt: i obtained with 
tliese options when only the data, Yt. 1 5 t 5 u, are used in 
their caiccla.tion (lJtL,l.. . . ri- are withheld). For given t. 
as u increases these ad.justrnents converge to a 5nal adjusted 
;;aLne. Wltea the 3 x n? seasonal filter is used, convergence 
is usually ~Eectiveijy reached in about 1 t m / 2  years. The 
iaral-gest revisions tend LC occur when u is the same caleradar 

month as t ,  specifically 21 = i t  12:  t + 2 4 % .  . . . and the next 
lo largest changes a ~ncnth later. :L = t + 1, f - 13, t + 25. . . .. 
(In elie additive decomposition case, the largest weights in 
the seasonal-zdjjustment filter combining all of the seasonal- 
ac4justment cakuiahions are at lags 1. 12.13; 23.25,.  . ..) The 
adjustment Atit  obtained fl-oin data through time i is caQIed 
the concurrent adjustment. It is usually the first adjustment 
obtained for month t ,  "We call -ALtli. the iizcist 1-ecenf a- 
jusiment. In the case of a multiplicati~~e decomposition, the 
revision from the concurrent to the most recent adjustrrienl 
for month t is calculated by the program as a percentage of 
the concurrent adjustment, 

For given i\b and -TI with -Yo < the sequence 
R $ ~ ~ ~  ?bTO 5 t 5 is called a revision histo!-); of the sea- 
sonal adjustments from time to hji~ne We suggest 
that Ah be at least as large as the effective length of the 
seasonal fiiter used, I212 t m). It should definitely be large 
rnwagh for reliable estimation of any trading-day or holideqi 
edjustments being performed. 

Period-to-period percent changes, 

are often as miportant ;as the seasonal adjustments, X-12- 
ARPMA caq produce revlslon histor~ec for them: 

The program also calculates the analogous quantities for 
final Henderson trends TZl, and for their period-to-period 
percent changes A"?"T,;.. These histories are denoted by 

R;, and x;-:.'. To 5 t 5 .al. [Note: A slightly larger !tYG 

is required for the trend-revision histories because the el- 
fective length of the trend filters is one or two years longcr 
than that of the adjustment filters; see BeLP and h4onsel% 
in992).] 

2.2.3 7 % ~  Applicatio~zs qf'Revisioiz ~Ylsfor-ies. Vi7e now 
present an exanple demonstrating how these lmistories can 
help wivith decisions abo~li what kind of forecast extensien 
to use, if ally. and wlzether the Henderson trend is a prac- 
tical alternative to the seasonal adjustments. To illustrate 
a variety of issues with a single exampie, we use a se- 
ries for which the kina1 Henderson trend estin~atrs and sea- 
sonal adjustments h z v ~  difierent relative stability proper- 
ties, depending on which feature of the data is of interest. 
The series is const;uction starts of single- arid multi-unit 
dwellings ("'housing star,rls9') in the So-athern region of the 
United States beginning in January 1902 and ending in An- 
gust of 1993. It is adjusted for rradi~rg-day effects as well 
as seasonal effects. For the latter, the >i-11 default options 
are used. The regARIMA model used for forecast exten-- 
sion includes a regression variable to make an adjustmen? 
for an additive otntlier (see Sec. 3) in December 1989. Fig- 
ure 6 i s  a graph oC [he series from January 1981, along with 
the seasoizally adjusted series and final 13enderson trend ob- 
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Figure 6. Southern Housing Starts VViih Seasonal Adjustment and 
Associated Trend: -- . Original: --- , SA; - - -, Trend 

"iined using 42-~nonlb forecast extension. The trend is sig- 
nificantly smoofher and more appealing to the eye than the 
seasonal ad.jusiment. The revisions laistories begin in Jan- 
uary of 1981 and end in December of 1989. This ending 
date, thxee and a half years before the most recent datum, 
was chosen so that all revisions ivould "o final or ciose-to- 
final revisions. Thus, they are revisions of similar type, so 
it is reasonable to consider their average magnitudes. 

We start by examining the effect of the length of rhe fose- 
cast extension on the magnitudes of Rt,I and !K$,  . The 
cases considered are nc forecast extension, 12-month Pore- 
cast extension, and 42-month forecast excensioa. the last 
Bengtia being the egective half-length of the 3 x 5 seasonal 
filter used. Bobhitt and Otto (1990) found that the use sf 
such "full forecast extension9* can result in sanaller average 
revisions between concurrent and final seasonal adjv-stments 
than sh3rter forecast extension. Table B shows that the av- 
erage magnitudes of the R;, of the housing starts series. 
denoted avglR:,l, follow chis pattern. The table also in- 
cludes counts of Barge revisions, which we have defined to 
be revisions of magnitude greater than 4% (this is more than 
twice the average magnitude of the seasonal-adjustment re- 
visions). 

For the data user interested only in the levels of the sea- 
sonally adjusted series, these results suggest that the adjust- 
ments obtained with the aid of a 4%-irmonth forecast exten- 
sion are yreferable to the other adj~istments considered and 
to the Henderson trends. 

We now consider month-to-month changes. The graphs 
of ~ ~ ~ ~ 4 , ~ ~  and A % ' A ~ ! - ~ T  are given in (a) of Figure 7 and 
the graphs of A%T~;,  and A%T,!>~ in (b). (The quantities 
graphed were obtained using 42-month forecast extension.) 
The different scales in; Figure 7, (a) and (b). make clear 
that the month-to-month changes in trend are often m c h  
smaller. The revisions, whose magnitudes are indicated by 
the lengths of the vertical lines connecting the concurrent 
and most recent estimates, are also smaller for the morith- 
to-month changes in trend. For ilze different forecast leads 

Table 1.  Average Absolute Percent Revisions and lilumbers of Extreme 
Revistons Over (1/1981-12/1989) for Seasonal Aoy~stments 

ano' Henderson Fends of Southefn Housing S,'affs (1,/1962-8/1993j 
Obtained Using Diiierent Numbers of Forecasts 

No. ! No. 1 l3LfiJ 

No. forecasts avg: ~t~ avg R:, > 4.0% > 40% 

0: 12, 42, the values of avgj~:.:=' and a v g l ~ ~ - ~ *  are 3.5; 
2.3, 2.2 and 1.7, 1.4, 1.4, respectively. 

There is o n b  one visible way in which the revisions of 
3 % ~ ~ ~ ~  are less appealing than tile revisions of .Ax&,: 
About twice as often for A ~ T , , , ~  the a o s t  recent estimate 
has a different sign from that of the initial estimate. Such 
revisions. which change month-to-month increases to de- 
creases or decreases to increases. are irritating far many 
data users. In Figure 7 .  the ilertical connecting lines cross 
the horizontal axis at Bevel 0 when there is a change in sign. 
making s~ach changes easy to see. Both the number of sign 
changes and the sizes of the revisions are much smaller 
for the ti-ends obtained after a 3-month wait. Tt!t-3: Com- 
pare Figure 8, which graphs the revisions horn A.%T*;~+~ to 
A%T,.\-~ with Figure 7(b). (The seasonally adjusted montb- 

(a) Seasonal Adlustmsnt Changes i ron the Prerious Month. 

(b) Trend Changes from ?h@ Previous Month. 

Figure 7. Concurrent (-) and Most Recent (6) Estimates of Percent 
Changes From the Previous iflonth in the Seasona! Adjustment (a) and 
Pend (b) of Southerri Houss!ng Siarfs. The connecting vertical lines show 
the size of each revision. [~Vcte that the scales of (a) and (bj are different] 
When these lines cross the level zero a,~is. the revision of the concurreni 
value includes a change of sign, an unfavorable situation. 
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Fjgure 8. Three-11,donih-Lagged (-) and ,Wvsi Recent (@) Estimates 
of Fercent Changes froin the iDrevious i ionlh in the Trend. Comparis~ti 
with Figure 7(5/ shoiivs it~at ihe ?rend-ch2nge estimates calculaied three 
months after ?he concurrent esiinmtes have much srnailer rev;sisions than 
the latter and fewer si7anges of sign after revision. 

to-month changes obraired with a three-month delay do not 
have inaprsved revisions and are not graphed.) 

The SABL seasoael-adjilsiineilc program of CPevelaad, 
DevlE~a, Schepira. a;?d Terpenning (1981) was the first to 
calcula!.e revisions series. SABL produces a tistory of the 
differences between the seasonal acljjr?strnents obtained us- 
ing seasonal factcrs pojecred a calendar yeas in advance 
and the concurrent seasona! edjustments. [Projected fac- 
tor adjuseme:lts are rs?uicP~ less used now than when SABL 
was created, taving been displaced by concxrrent adjust- 
ments because the latter genera~lty haw smaller revisions: 
see Dagum (L937) for a survey of the relevant litesaicre. 
X- 12-ARIMA can also caiculate ra7Esio~ls oT projected ad- 
justment factors tc most recent adjustment factors so that 
users can compare these with the revisions of concurrent 
factors.j 

'Vie now describe the time series  nodel ling and model- 
selecticn xethodologies of X- I Z-ARIMA, beginning in 
Section 3,1 with an overview of -regARIMA models and the 
regressors for them thzt are i~aclu~ded in X- I2-AWIMA. Sec- 
Ition 3.2 indicazes how the ?togram uses regARlMA mcdels 
1:s identify a.uiornatically AO's as,$ L,S1s. Section 3.3 deals 
'with model selection. Erst. log-liltelihood-"oased model- 
seleetiol: criteria are preselated in Section 3.3.1, along with 
the -way we use one such crire.rivn, the iilcaike informa- 
lion criterior (ATC), for automatical,riy deciding whether or 
not a trading-day effect is present. Section 3.3.2 shows how 
the program's ahilivy to "recreate history" is explcited for 
model selec:!on. especiaiiy by withholding data, forecast- 
ing these data, and analyzing the resulting out-of-saqle 
forecast errors. 

one wocld usud'ily 42,ke logarithms or, more generally 

where clt is some appr-npriaire sequence of divisors. Possibie 
divisors include (a) deseasonillized and detrended length-of- 
mnonlh factors PTZ/!Vt; from (6), (b) combined trading-day 
and Easter-holiday efTe'ect factors obtained from a regression 
::~odel of the iri-egular component of 1; (obtained from a 
preliminary run), and (c) user-defined adjustment factors 
that estimate the eEects of :~nusual ecolaomic events. %-12- 
ARIIVIA can calcuiate the transformed series (8) for choices 
(a) anad (b) via user-speciijed options and for choice (c) by 
reading in the divisors from a user-specified data file. 

The built-in transformations include a one-parameter 
family of power trxnsformations taodified '%ox-Cox" 
rransforxations), 

which changes smoothly in ?, and preserves positivity if 
I; Idt > 1.0. Altl~ough the program permits any value of 
X to be used for the purpose oP' obtaining forecast and 
backcast extensions, to gct regression preadjustmeats for 
a seasonar-adjastment decomposition in X-12-ARZMA, A 
must be 0 or 1. These are the only values of X for which i t  
is possible to isolate the effect or, Y; of regression co122po- 
nents of gt.  

Let B denote the baclcshift oper;a.;os, By, = yt-1. 

X-12-ARHMA can estimate regAXlMA models of order 
(p. d g)(P. D ,  Q ) ,  for yt .  These are models of the hrrn  

where s. is the length of the seasonal period, s = 4 or 12. 
T  he polynomials o,(z). arPp(z), O q ( z j g  eQ(2) with degrees 

p: P. q, and 9, respectively, have constant ternis equal to i .  - i-or exampbe. iSp > 1, we have h,,(a! = I -@li-. . , -o,zP. 
These polynomials are consirained so that the zeros of 0, (2) 
and gQ (z) have magl:itudes greater than or eqcral to I ,  and 
(in the dsfau.la estimation procedure) so that the zero: sf 
o,(z) and a p ( z )  have magnitudes greater than I .  Because 

is assumed to be a sequence of Independent va.riables 
with n~een 0 and constslat variance a,:. 1: foPEows from these 
zonstrainrs that uVt = ( l -B)d( l  - i i q D ( y t  - is 
2 covariance stationary t h e  series that satisfies the difker- 

3.1 0ve'~ielr~r of iegARlPdlA blode~~ng In X-I 2-ARlWiA 
ence eqrratron o,(B)@ p(B')u, = 8, (ti)@* (Bb)ut. Conse- 
quently, v e can reexpress the model (10; for l j i  as 

Given a time series I.; to be mmo8deled, it is often necessary 
to take a mon?inea.r transformation of the series, y+ = jft(K), (1 - B ) ~ ( ?  - 

Lo obtain a series that can be adeq~eately fit by a. regARIiMA 
7- 

model. For exalxple; if I; it; a positive-valued series with = .3,{(1 - ~ ) ~ ( l  - 13")"lcit)  + wi.  (11) 
seasor~al m~vemen:s proportional to the level of the series, 1=1 
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This is a regression model w W  stationary autoregressive 
moving average ( A W A )  errors UJ,  for suitably differenced 
y,. Its regressors result from applying the same diiferenc- 
ing operations to the x,,. The model (141, together with an 
assumption that the innovatioris at  in the model for 'wt are 
iib W(C. a2) ,  determine the likelihood function that is maxi- 
mized to estimate the regression coeficiewts &. 02, and the 
coefficients of d,(B); sPp(BS). OqfB). and OQ(BS). The de- 
fault likelihood il: X-12-ARPMA Is the fu1l.y exact Gaussia~l 
Ibkelihood. To 'ohelp circumvent convergence problems in the 
numerical maximization (which occur rarely), the approxi- 
ma.eing conditional Gaussian likelihood defined by Box and 
Jenkins (1976) can optionally be used instead of the exact 
liltelihood. There is also a third option in which the like- 
lihood is conditional for the autoregressive parameters and 
exact for the moving average parameters (see Hillrner and 
Tlao 1979). (These two alternative likelihoods do not con- 
strain she zeros of autoregressive polynomials.) 

In model estimation. any of the A&MA coebicients can 
be held at fixed values. such as 0. The program produces 
asymptotic standards errors, correlations, and t statistics for 

the estimated coefi?cients, as well as confidence intervals for 
forecasts. With the exception of the confidence ii~tervals: 
these statistics remain valid with non-Gaussian data if the 
modei form is correctly specified: see, for example. Bosoya 
and Wniguchi (1952). 

The set of built-in regressors for monthly series is listed 
in Table 2. Appiicatiovls using some of them are given in 
Section 4. As discussed k Section 3.2, the program has 
options to add automatically both 88 and ES regressors to 
the set of regression variables in the modei. In this way, the 
regAZMA coefficient estimates and forecasts can be n:ade 
robust to some kinds of atypical data values and to sudden 
changes in the level of the series. F i e  user can optionaiIy 
choose to have such automatically identified outliers and 
level shifts removed from the data, together with specified 
other rcgressioi~ effects. before the X-l l procedure outlined 
in Appendix A is applied. Through such preadjustanents, the 
seasonal Iactors that a x  ased to adjust fhe original data can 
be shielded from distortion. 

The extreme value treatmeats aithin the X-11-ALRIhTA 
pmced~re ,  which were described fully by Dagum (1980) 

Table 2. Predefined Regression Variables in X-72-ARIIWA 

Regression erect Variable definition(s) 

Trend constant 

aFi:(ed seasonal 

aFixed seasonal 

Trading day 
(monlh!y or quarterly flo\n/) 

aLength-of-month 
(monthly iIo\v) 

Leap year 
(monthl)/ flow) 

Stock trading day 
(monthly stock) 

bEaster holiday 
(monthly or quarterly flow) 

bLabor Day 
(monthly flow) 

bTlianksgiving 
(monthly flow) 

Addirive outlier at to 

Level shift atto 

- 
lemporary ramp, b lo t~ 

(1 - b)-d( l  - ~ ~ ) - ~ l ( t  2 1 ), where / ( t  2 1) = 
1 for t 2  1 
0 for i < 1 

1 in January 1 in November 
-1 in December;. . . . i v l I l , !  = 

0 otherwise 0 otherwise 

sin(dlr), cos(wjl), where dl = 2 ~ j / 1 2 . 1  5 j 5 6 (drop sin(d6t) = 0) 

TI, = (no. of Mondays) - (no, of Sundays), . . .. T6: = (no. of Saturdays) - (no. of Sundays) 

1% - N, where = length of month t [in days] and f i  = 30.4375 [average length oi month] 

Ni  - A!;, where N; = ( (Nt  + 1Vf/t--12 + NLPil4 + /v::--36)/4 
(Note: This variable is 0 excepr in February.) 

1 dh day of month t is a Monday f 1 gh day oi month t IS a Saturday 
h t = -1 Ih day of month f IS a Sunday Tr = ( -1 &h day of month i IS a Sunday 

( 0 otherwise ( 0 orherwise 

where 7i. is the smailer of w and the iength of month f. For end-of-month stock series: set w to 31. 
E(w, t )  = l l w  x (no. of the w/ days before Easter falling in month (or quarter) I )  

[Note: This variable is 0 except in February, March, and April (or first and second quarter). It is nonzero in 
February only for w > 22.1 

Ljw,  L) = l i w  x (no. of the w days beiore Labor Day falling in month t )  
[Note: This variable is 0 except in August and September.1 

TG(w, 1) = proportion of days from w days after Thanksgiving through December 24 that fail in month t 
(negative values of w indicate days before Thanksgiving) 
[Note: This variabie IS 0 except in November and December.] 

1 for i = to 
0 for t = to 

p = { -1 for t < to 
0 for t 2 to 

for i 5 to 
( i  - b) / ( t l  - to) - 1 for 10 < t < ti 

for 1 2  il 

a The varabies snow" are Tor monthly series. Correspondi~g variables are available for quarterly serles. 
b ~ h e  actual var~able used for monthly Easter effects 1s E(w,  I )  - a w  I ) ,  where the €it", f) are the .long-run' (cornpuied over 38,000 years) monthly means of E(cv. i \  (nonzero only for 

February. March. and April). Analogous deseasonalzed variables are dsed for Labor Day and Tharksglving effects and for quarterly Easter effects 
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and nicely ficmlctarted by Hl~lleberg (1986, p. 91), pro- 
7l.isie some preecctkon against AO's for the seasonal factors. 
T- 1 Ize trend EIters applied in the course of obtaining the sea- 
sonal factors carinst Idlow sudden, large LS9s. however. 
Th~as, eslrr~~i;tic~a 35' LS's together wit11 preacajusr~uent for 
thcm. as Illustrated in Figtze 2. is an especially impartant 
cz-paSi1i::y of X-12-ARIMA. Other approaches to treating 
suciden changes in Ievel Rave been considered. Bruce and 
Jurice ( I  9 96) compared %- 12-ARIMA seasonal adjustments 
of series having preadjustments for LS9s and AO's from reg- 
ARlMA models with semsoaad adjustments obtained from 
a state-spice rzsde: that uses Gacssiasm-mixture state- and 
observation-noise models to deal with disruptions to the 
level of ?!;e series. They conci~i'ded !hat the regARIMA ap- 
sroach succeeds more broadly. 

.3.2 AuQonztic Owalisr Treatment 

The at~iornatli: methods for identifying AO's and ES out- 
liers are stepwise regression procedures based on work of 
Chang and Tiao (4983) (see also Bell 1983; Burman 1983; 
Chxzg, Tlao, and Chen 1988). In the default procedure. 
whose steps are listed in App:r?dix C, appropriate A0 and 
LS regressui-s are fit at (aiaost) a l  eime points af the series 
(or 0; a chosen subspan). and their corresponding t statistics 
ax compared against specified cxitical values. The default 
critical value is 3.8 for both regressor types. Such large 
critical values are appropriate bzcause of the large num- 
ber of regressors to which indi;\:iduaP significance tests are 
applied. Auron~~atic outlier Iden~!ificztion is, in this respect, 
diEerent f ~ o m  the modeL-selectic~n probleE discussed in the 
next sv.bsecoizti, where less str;ngent criteria are often used 
to include other regressors. 
3.2.1 bz.sfabilities of O~ilEicr Idunt(fication. The set of 

antoinaticaPly identified outliers can change if the regressor 
set or AXYMA model type is changed. For example. in se- 
ries -with a strong date-of-Zaster effect, Marches and Aprils 
are ofien ideniified as outliers if no regressors for this ef- 
fect are incIs:ded in the mcdel hat not if suck regressors are 
used. A second sonrce of instability in the composition 6.I" 

the set of nbserrations defined as AO's or LS outliers Is thc 
use of srepivise regression-i procedures based on specified 
critical values. Regressors with t-statistic values just below 
tile criticei va1u.e~ can have their t statistics increase above 
the critical valises as new data are added to rhe series over 
5 r e .  Converrselji, regressors can drop out of the set of iden- 
tified ohi:llers as new data are added. The printed QUPphli of 
iC-b2-,4RIMA~s automatic-outlier-identificatio~~ opticn lists 
~ ~ o n t l - ~ s  whose or LS regressors are close to the criti- 
cal values. This is done TO ellable the user to consider inz 
,advacce whether to include such regressors in subsequent 
rses o l  lae progain.. Instrbilisj; is a problem with most out- 
lier detection and antosnatic model-selection schemes, in 
i.k context of regressor selection for independent observa- 
tions, Breiman h, 1999) proposed some interesting, although 
rrornpsatatkonal!y expensive, data-perturbation approaches to 
achieve more stable selections. 

3 3 !Mooel iden:r"lcateoro anel Seisct~osi 

%- 4 2-ARKMA B~as an anlomatic ARIMA niodeling opkoa 

that is patterned after rhe procedure of X-l  l-AxKII~IA/88. 
Under this option, tile program examines the fit of reg- 
ARIMA models whose ARlMA strinciures a.re tiaose with 
a specified set of orders (p. cl, q)  (P. D. Q),<.  The dei'aal'n set 
consists of the five models with nonseasonal orders (0 I I:., 
(0 1 21, ( 2  1 0). (0 2 21, aild (2 1 2). and always ihe same 
seasonal order, (3 I I j,, exactly as in X-4 I-AZ?MA/88. 
In X-l2-ARIIViA, the user can specily an alternative see of 
models for consideradon. h4orcto::er. the user can "ecif'y 
regression variables to be included in the model a n h s s n  
use built-in criteria ro decide if trading-day, ia0. and. ES re- 
gressors should be incierded with any specified regressors, A 
fitted mode! whose estiaia.ted mean absoi~tte percent fore- 
cast error stztis'iic and Box-Ljung portmanteau sstatisLk are 
beioiv certain thresIaolds is considered an acceptable ~ o d e E .  

For the siiua.tion in virhich cone of the autornatica.liy 
tested modcls is adequate, or where the uscr wishes to iden- 
tify or check a model, X-12-ARIMA has options to produce 
standard modeling diagnostics. For m d e l  identification, the 
program provides the sample autocorrelations and partial 
~~atocurrelations of the residuals obtaineQ by doing ObS 
regression in (1 I) ,  

For modei checking, it produces the sanrple autocol-i-h- 
lions and partial autocorrelations of the residuais horn a fi-- 
ted regARIMA model [eslimates of the at in (1 I)], together 
with associated portmaneem statistics and histograms oC 
residuals (see Box and Jenkins 1996: Kbraham and Ledolter 
1983: Va.ndaele 1983; BeiP 1996). 

3.3.1 Log-Likelihoods, AB&: and Aiiroi?taric fi~iding- 
Day-Efiect Modeling, Suppose that there are conrpetinp 
regAWlMA models whose diagnosiics seem adequate and 
that these modeis differ in the choice of the ARMA model 
for vt in (1 I), or in the choice of regsessors other than A0 
and LS regressors. or in the choice of transformations i; (Y; )  
of 1,;. When the parameters in these models have been est4- 
mated by maximizing the exact Gaussian iikellhoods, then 
X-1 I-ARPMA provides several iog-likelihood-based model- 
selection criteria that can be used io select one of the r ~ o d -  
els. Let the logarithm of the maximized exact ?ikelihood of 
a covariance stationary time series model for jl - B)"l - 

~ " j ~ ~ f ~ ' t j " r ; ) .  d+sD+l  5 t _< be denoted by idf+sD+ 
This czn be cornerteci into the logarithm of a likelihood 
for &+, n+ 1. . . . . Y:y conditional on 1;. . . . Y L T S D ,  denoted 
by C(yv. . . . . YdTSD-, /Yd+,n. . . . . ), by adding the log 
of the Jacobian determina~~t of the transformation yi = 

f t ( Y T ; ) . d t ~ D ~ l I t i * \ ; ;  

When tl > 0 or D > 0. %e are, 113 efl'eiect, treazinp the stxting 
values yl. . y d - , ~  as fixed 
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Let m denote the number of free parameters estimated 
in the model. If there are no coeficien'l constraints in (1 I), 
then m = r + p + q + + & + 1, counting the coefiicients 
and the variance of at. The A3C statistic for this model is 
defined by 

Given several competing models with the same d + sD, 
Akaike's nziizimcrnz 191: cvite~.iorz states that the model with 
smal!est AIC is the best of the models for I;. [See Akaike 
(1 973). Findley (1 985), and Brockwell and Davis (1 987) 
for technical details and Findley and Parzen (1995) for 
historical bac8cgro~md.l %-~~-ARHIvIA also calculates the 
small-sample version of AHC derived by Hurvich m d  Tsai 
(19893, the Scbwarz Bayesian information criterion statistic 
(Schwarz 19781, and the Bannan and Quinn statistic (Han- 
nan and Quinn 1979). These differ from AIC in the replace- 
ment of the term 2777, in (13) by 2m/{l- ( m  + l)/(,V - d - 
s D ) ) .  m log(X - d - s D ) ,  and 2m log log(;lT - d - s D ) ,  re- 
spectively. These replacements are usually larger than 2m. 
Therefore these other criteria. are less tolerant than AIC of 
models with more coeficients. (For these criteria too, the 
smallest value of the statistic over a set of competing mod- 
els is used to determine a preferred model.) 

Cornparirzg difrrent tmn~fonnations. Itache?. frequently: 
it is necessary ro compare regAHNIA models whose data 
transformations , f t ( I = , )  differ. The most common situation 
is :he one in tiihick tinlo different divisors dt are used in the 
log transform (8)9 say dt = 1\'~/11,~; and dt = 1 as in the 
next subsection, or "smbjective" and ""objective" choices of 
clL as in Section 4.4. The next most frequent situation is 
the one in which di-Zerent choices of X are considered In 
(91, usually X = 0 and X = 1. The choice X = 0 suggests 
that the seasonal-adjustment decompositiori should be mul- 
tiplicative, X = 1 that it should be additive. 

To help decide bemeen %wo transformations. either the 
out-of-sample forecast diagnostics described in Subsection 
3.2.2 or one of the log-likelihood-based criteria, such as 
AIC. can be used. In the case of choosing a power trans- 
formation (9) with unrestricted X when the same ARHMA 
nodel hype is used with the diEel-ent A, the aarnnbers of 
estimated parameters do not change, so the latter criteria 
all prefer whichever X yields a larger log-likelihood, In this 
situation, one can exanaine an interval of values and to iden- 
tify the X mawirnieing the log-likelihoods (12) (see Ansley, 
Spivey, and Wrobleslti 1974). Although this procedure ap- 
pears to yield reasonable resuits (Shulrnan and NIclCenzie 
19881, the asymptotic distribution theory or, which it rests 
has not been verified and, if valid, may requirc subtle argu- 
ments for its proof when d > O or D > 0. 

Deciding whether to adjust for tmding-day egects. We 
now describe %-12-ARIMKs option iwr autonatically de- 
termining if trading-day regressors should be included in 
the model (1 1) after the rest of the model has been specified 
(meaning f t .  d. D, and ,4RMA model type for rut .  and any 
ether regressors). The models with and without trading-day 
regressors are estimated. In the default case for multiplica- 

tively decomposed flow smies, the rnodel with trading-day 
regressors also uses the Leap Year eRect preadjustments 
dt = ATt/AY; [see (1411, but the modei without these regres- 
sors does not. The AIC9s for the two ~nodels are compared, 
and the model with the smaller AHC is  chose^ (for fore- 
cast extension and for estimating any requested regression 
preadjustments). 

As we indicated in Section 1.4.1 after (6), the default 
regARiMA trading-clay model for a multip!icative deconi- 
position of a seasonal monthly series & has the form 

If there are only iradang-day iegressols 111 the xodel, the 
second sum 15 omtied BJ\T~th 3i = - c:=~ the tradrng- 
day factors obta~ned horn (14) nave the form 

The alternative rr,odel with no trading-day effects is 

Thus. ,f (Yt) = logy; is used instead of St(%) = 
log(~\';l/t/~\~~) in (44). 

Our experience is that comparing the Arc's of (141 and 
(16) to decide if a trading-day eee'ect is present is subsran- 
tially more reliable than X-1 1's F test of the hypothesis 

= . . . = 36 = 0 in (3) .  As we mentioned in the first para- 
grxpia of Section I .4.3, in the empirical study summarized 
by Chen and Findley (1996a). this F test falsely indicated 
significant trading-day effects in 14 of 71 series. The auto- 
metic procedure just described classified these 14 series as 
not having estimable trading-day effects. in agreement with 
the forecast comparison procedure described next. 

3.3.2 Hisi-oiical Oulputfor Cor7fphz~irzg JLodels: Ozii-of- 
Saiqzple Pbrecasriizg Pe~Jbn??anre, AlC Hisiories. We re- 
turn to the optios discussed in Section 2.2 ~ander which 
the program recreates history. Recall rillat it performs a se- 
cluence of runs on increasing spans of data within the se- 
ries. Starting from an initial segment of the series, the spans 
g;ow with each new run by the addhioil of ome observation 
until the full series is included. 

Out-of-sanzple j%u-ecasts. To obtain information about a 
model's forecasting performance, the avaiiable time series 
data outside each span can be regarded as fu,ir,ture data to be 
forecasted from a -model fit to the span. These forecasts can 
be compared to the actnai series values or, for series values 
identified as outliers, to the outlier-adjbasted values. As an 
option, the X- 12-ARIMA program caiculaies the resulting 
out-of-sample forecast errors and stores them for Eater anai- 
ysls, aiong with their accumulating suns  of squares. When 
forecast errors are wailable froan two competing nodels. 
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tke sequence of di~Terences between the accumulating sums 
or" squarecl errors can be an e@t'::ctlve model-selection diag- 
IIOS~~C, as we shall demonstrate in Section 4.3 (see also Chen 
and Pindiey 1996a.b), We now give a detailed description 
of this diagnos"oc. 

Assnne that we are i~terested ill h,-step(-alsead) fore- 
s a s i i ~ g  of the time series &. l < t < =\:. Suppose that a 
~egAR1hdA model bas been proposed for the transformed 
series y, = J(Y;i,). Let Yo be a number less fban 11' - h 
that is large e~o3gi-i that the data y,. i 5 t < can be 
expected lo yield reasonable estimates of the model's co- 
eficieaits, For each i in A; I t < 11; - h, let yt+hjt de- 
note the forecsst of gt+h obtained by estimating the reg- 
ARIMA model using only the data y,7, I < s < t ,  and by 
using i i ~ i s  estimated model to forecast h steps from time t. 
Then the out-of-suinple h-step forecast of Ytlh is defined 
to be I'.,h,t = jp1(gtLi i t ) .  We dcfine the associated h e -  - - 
csst error ~ J J  r,,:,,, = Y ~ - L ~  - YL+htt if all AO, LS, and 
s a q  regressors in the regAWhMA model for the full series 
yl ,  . . . yA\- have the value O at tine t - 12. Otherwise, we de- 
Giae et-h,t = f - l (y tLh j  - l '+hlrs where gt-h is obtained by 
sizbtractlng iron sit+,, all suck regression egects. The main 
diagnostic calc~iased by the program is the seqh;ence of ac- 
cumulating mms ef squared out-sf-sample forecast errors: 

Srappose thsre are Iwo competing models, Model 1 and 
12: Plodel & with forecast errors c:yhi, and e ;Al ,  and with 

suns  SS:!,, an~d S S ! : ~ ~ ~  respecf,il,rely. Then we plot a stan- 

dardized version of the diEerences S S ~ L -  SS& de- 
fined by 

againvl -\i, for .\I = . ,V - h. The recurslon formula 

:shows tkzt over interva.1~ of values of in which the graph 
;af (18) goes up, the forecast perfoxaslance of Model 2 is bet- 
rer: if it gves down, Model X is better; and if it has no gen- 
era4 direction, neither model's fosecass performance dom- 
inates~ %He denominator i12 (189 provides a scale for the 
jnterpre",.tion of jumps In the graph. 

This diagnostic has the important virtue of not requiring 
thc assumption that an_y of the models being compared is 
correct. Its use is not limited to sileiations in which fore- 
casting is the xa in  goal of modeling, as the examples of 
Section 4.3 \v*aiill show. 
kdG histor-ie,. Suppose the minimum AIC criterion is be- 

ing used to decide betrveeia iwo rnodels for ?/1: . . . . I:v with 
AIC statistics ATC: . :~~-~~  and A , H C ~ ~ , ~ ~ , .  Then the pref- 

erence is determined by the sign of the difference 

where .f,x ;d+s, denotes the maximized log-likelihood (12; 

and m(" kne number of estimated parameters of the ith 
moclei, i = 1 .2 .  Often one v,~ishes to know something about 
the stability of such a mrpdel choice. the classical sittr- 
ation in which Model B is a constrained version of Model 
2, under the assumption that Model 1 has the correct form, 

i ( l )  the large-sample distribution of i(i!<;,, - -h-ld,.su} is 
chi-squared with m(*) - ns(') cif from which a probabil- 

T ity value can be calculated for A I C $ : ~ + ~ ~ .   he assump- 
tions required by this approach are too restrictive, how- 
ever, not least because so many naturally occurring time 
series model comparisons are I k e  the comparison of (14.) 
and (16) in Subsection 3.3.1: Neither ixodeP is a constrained 
version of the ether. X-12-ARlMRs AIC history option nf- 
fers a somewhat more versatile diagnostic of the stability 
of minimurn AIC model selections. For each model, the se- 
quence of AIC values seestimated from subspans of data 
Y1,. . . . Y b ,  & 5 111 j can be obtained. From these. 
the AI@ difference sequence 

can be calculated and examined for constaccy of sign. An 
application of this diagnostic will be given in Sectionr 4.4. 

4. bSBNG MODELS -89 SOLVE ADJUSTMENT 
PWOBbEUlS. FOUR EXAMPLES 

We present four apphcations of regAWIMP, modeis and 
the model-selection d~agnost~cs dmxmxxi in Section 3.3 to 
problems encountered in seasonal adjustment. 

4.1 Using Regressors to Verify a C i a ~ g z  in Seasonal 
Pattern 

For the regrecsols of Table 2 that model fixed sea- 
sonal eRects and tradmg-ddy eEects and for thear qua-iterly 
2knalogs, X-12-ANMA has a bmlt-~n procedure for model- 
ing a change o f regz~~e  a t  a user-specnfied ponnt m time We 
allustrate tlre procedure for the fixed quarterly seasonal vari- 
ables (vvhrch are defined like :he fixed monthly seasonal 
l~aruables of Table 2)  and a changepomt des~gnated I\', For 
= 1 2.3, define 

where -V aenotes the length of the modeled serles The plo- 
gram models a change of r e g h e  by lncludnllg both the JI,, 
and the M,', zn the regresso, set 

We cons~der agaln the net Income serles of Fagule 2 To 
verlfy a charige In seasonal pattern at the time ponnt 1L 
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corresponding to the first quarter of 1982, X-12-ANMA 
was applied to estinate a model of the for21 

in which the regressors , T , ~  model an additional LS Edeniihed 
in the second quarter of 2980 and AtO's identified iil the 
third quzrter of 1944 and the first quarter of 1981. The AIC 
of this model. calctllated as in (131, has the va.lue AICc = 

993.1. Tke clodel of the same fonn but without the can 
be used to represent the hypothesis of no chai~ge of seasom1 
pattern. It has f l e e  fewer esri~ztated parameters but a much 
larger AIC value. AIC = 1.028.8. Hence. by the minimum 
AHC criterion, the model with a change in seasonal pattern 
is preferred. 

A standard hypothesis test leads to :he same conclusion. 
Because Che second model is a constrained version of the 
first (with constraints 3: = 01, two times the diRerence of 
log-likelihoods, which is equal to ATC - AHCc i 2 x 3 = 

43.7 [see (i9)B can be compared tip values of a chi-squared 
distribution with 3 df under the hypothesis of no change of 
regime. The value 41.7 strongly contradicts this hypothesis, 
being extraordinarily large for this chi-squared distribution. 

4.2 Using A8 Regressors to Replace i\A\/Qissir-rg Data 

The regAXIh4A modeling capability of X-32-AWIMA 
makes possible a rather sinple approa.ch to circumventing 
or estimating missing observatiofis. The procedure requires 
the user to s ~ ~ p p l y  ~ialues for the rnissir~g observations (any 
values will do) and to thec fit a regARIMA model to the 
completed dataset with A 0  regressors at the times of il-ae 
missing observations, (The value -99999. in the input se- 
ries always denotes a missing value and causes the program 
to insert the appropriate A 0  regressor an'eoma"tcaliy.j If Yi, 
is the value specified for the anissing observation at time to. 

and if St, is the estimated coefficient of the regressor ~0:~') 
in the fitted modei. then the regression-adj~~sted value. 

provides an estimate of the missing datum that the program 
can use for calculating forecasts and seasonal decomposi- 
tions. If the user requests autocorrelations and partial auto- 
coneIatioias of the diEerenced data to help identify a mode?, 
then the eDLS est?mate 3EL3 is used in (21) to provide an 
estimate needed to calculate these statistics. 

There is an alternative procedure tha: estimates a missing 
datum via a regARIMA model's Gaussian conditional ex- 
pectation of the missing datum given the available data. 
T '  lihs procedure HS optimal if t"n estimated model is the 
true model and the data are Gaussian. Iz is implemented 
in the regARHMA model-based signal-extraction seasonal- 
adjustment programs TRAM0 and SEATS of Gomem and 

Mzravall (1994a-b). [Their procedure is equivalent to the 
nodified KaPman filter of Iilohlz and Ansley (6986), which 
extends the approach proposed by Jones (1980) to the case 
of nlodeIs with differencing and missing data in the first 
d S D  time points.] In fine case of independent observa- 
tions, it gkv.es the same replacement val~les a.s (21) (Cook 
and Weisbe~g 1982, p. 33). With regARINIA time series 
models. theoretical caPcu1ations show '&at its values can be 
expected to be weli a.ppmxirnated by those of (21) (Bruce 
and Martin 1989; Ljung 1933). We compared T l U M 0 9 s  
'"optimal" estimates vjlth X-62-AWHMKs estimates from 
(21) for several series from which observations were deleted 
at random afier a regAMh4A model had Peen identified 
f o ~  the full series. Observations that had been ideirutified as 
outliers were not candidates for deletion. Tne estimates of 
the missing values h o m  both procedures were always very 
close to each other. They were also usually quite close to 
the value of the deleted dat.b.xrn (< 2 8  error). The worst er- 
ror observed, about 67i3 occurred with the series of values 
of manufa.cturers9 shipments of electrical appliances. The 
estimation results for thc t h e e  obseriratiocs deleted from 
this series are given in Table 3. 

TRAM0 also implements the procedure of (24). We foi- 
lowed TMIVIO's use of -99999. as the missing value des- 
ngnator. 

4.3 Comparing Pading-Day Estimation Procedures 

We now wish to illustrate the versatilitji of the model- 
coinparison diagnostic ( 3  8). It is not obvious how to com- 
pare estimates of effects from regression models of the ir- 
regaiar corizponent (Sec. 'I .4) with analogous estlrnates from 
regAWIh4A models of the observed series-for e:tample, 
the trading-day factors (2) aad (IS). Model-selection proce- 
dures like those based on AlC co~xparisons are inapplica- 
ble because the models are fit to different time series. We 
shall show that forecast comparisons are possible because 
forecasts of calendar effects estimated from a regression 
model of the isreg:niars can be :~sed to obtain forecasts of 
the obser~ied series. This enables us "r call on the model- 
comparison principle chat a modei that produces better fore- 
casts can reasonabiy be assumed to produce calendar-egech 
estimates that better describe what is present In the series. 

To begin. \;ve need to explain how X-12-ARIlb/IA4 calcu- 
lates out-of-sample h-step-ahead forecasts when an effect is 
esrhated from the irrege~lar component. it will be suficient 
to discuss the case of trading-day factors (2) estimated from 
the model (3). Given estimates of the coefficients ,$. . . . , ,d6, 
:lae factors (2) can be calculated for all times t.  We use 
TD:'") to denote the factors, when these coeficients have 
been estimated from the reduced dataset I:, . . . iF:lf 

Table 3. ,'Optimal" and A 0  Regressor Estimares of Deleted 
Observations From Shipments of Electrical A,~pliances 

Error Est from Error 
Date Value ',Optimal" est (76) (2 7) (74 
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indley, iflonsoli, M i ,  Otto, and Chen: New Capabilities and Methods of 

(a) 1-Step iFoiecasi!ng 

Jc!ggure 9. Cornpenson af Ewe Facling-Day-Efecl Estimation Proce- 
d~~;~'i,es for Reiaii Snoe Sales ?,/;a (78). Graphs are given for forecast leads 
(a) l7 = 1 ancr (ti/ h = 12. lWodel I in (18) uses irregular component re- 
gression esurrates of tne form (3) a ~ d  ,%ode! 2 the regARIMA estimates 
e i  ihe form (74). These graphs oi The accumulating squared forecast 
error di8erences show that a1 but19 forecast leads, the squared forecast 
eraflors of ~Vode! : are persisrefiily larger. 

(obtained 5;vlihoui regARI&fM. farecast extension). A reg- 
B,R1MAL model can be ide~tified for the preadjusted series 

' )  - Y~/TZ(-'''~ l 5 t 5 ."<. possibly after aionlinear zt - 

;ransformation tc ~ ( z I " ' ) .  Then9 with this aodel, ont-sf- 
szrkple fo~ecasts i/iI-h,i for each -I/ = -;O.. . . , !V- 11 can 
be caiculaeed by the focillswilsng s.;eps: 

I Go trading-dsj~ esti~nation .from the irregulars series of 
ji. . . . . Y;[ to 3btki1 TD:"" f m  i t I. . . . -JI and t = 31 + h. 

(JI) - 2. Let Zt = l<,/TDC . i < t < LI. Calculate the ont-of- 
sample forecast ZAII+,, *,_I as in Section 3.2.2 from the reg- 
AWIMA raiodel after eslimatirrg its parameters using only 
the datz 2;  = f iz i ) .  1 5 i < M .  

3. Calcuhte :;he fo~ecas:; l'li,.i,ili = T D ~ ; ~  Z-LI+,L;:21. 
-. B ne erro: s ~ ~ + ~ , . - , ~  asscciated .with :his forecast is d e h e d  

lo bc Y:,I+:7 - i,iAli provided that 6311 A0, LS, and ramp 
regress'ors ila. the regARlMA inodel for z l .  . . . . zn are 0 at 
t.i;r~e ;\I + h ,  ~Othervliise, define 

where C ~ ~ I ' D ~ P _ S  ths resuit of subtracting these regres- -- sioaa esecfs Goin zj,!+~, . 1 he sequence SSh,?lr of accumulat- 
ing sums of the sq.~.ared errors e:-uTh l-y,,. . . . . e: TlrV- ;, is de- 
fined by (17). Comparisons between competing tradi1-g-day 
es?imatio? zpj~roeches sre made with g raph  of the normal- 

ized differences SS:; defined in (18). In the compmisons we 
Present. the model for Yt that incorporates preadj~astment 
by the X-I l trading-day factors (2)  is designated Model I ,  
and the model of the form (14) is iModel 2, Therefore, de- 
creasing graphs favor the irregnlars-regression component 
estimates and increasing graphs favor the regARIMA model 
estimates. 

En the study by Chen and Findley of X-12-ARIMKs 
various regARIMA trading-day models (6he1: and Findley 
1993, 1996a), there were 4: series for which the regARHMA 
analog (14) of (3) was preferred over models that gave esai- 
mates of a coeficient of the Leap Year regressor of Table 2 
or that ignored length-of-month eEects. For these 41 series, 
it is na?:ar-d to cornpare the approaches (84) and (3). This 
was done via gra-phs of (18) for lags h = 1.12. Only for 
eight series was one approach found better than the other: 
The regARIMA t:-ading-day model was fa.vored five times 
and the irregulars-regression model three times. We present 
two examples of graphs of (IS), one for each preference. 

Figure 9 shows that, for the series of retail sales fro31 
U.S. shoe stores up to 1989. the regAWIIMaA tradhg-day 
estimates lead to persistmtPy better cne-s~onj:h and twelve- 
month forecasts than the in-egulars-regression estimates. By 
contrast, Figure I0 reveals that, for the series of values of 
U.S. lactory shipments of co~nmui~icaiiol~s equipment up to 
1983, the one-month forecasts via the irregulars-regression 

(a) <-Step Forecaslinp 

(a) 12-Step Foiecasltng 

9 - i 
rr, 1 , i ,  I , ,  , -, i ,  , , , , , , , , p m 7  , , , , 1 

7602 7609 7704 7711 7806 7901 7908 8003 8010 8105 8112 8207 

Figure 10. Comparison of Two Trading-Gaj/-Efecl Estimation Prc- 
cedures for Values of Shipments of Communications Equipment The 
graphs are analogous to Flgure 9. Here. only b r  one-sfep forecasting 
are there indications of a recurring difference in ,oerformance: In an av- 
erage sense, the squared forecast errors of ldodel I are smallei than 
those of Model 2 after 1976. 
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trading-day estimates are persistently better after 1977: and 
the twelve-manth forecasts are at least as good, on average, 
as those o f  the regARiMA ~rading-day model. 

There were no series for which the irregulars-regression 
model had persistently better twelve-month forecasting and 
five series for which its performance at lead I2 was persis- 
tently worse. Because h = 12 is usually the most impoftant 
forecast lead for forecast extension, we have concluded that 
the regARIh4A model approach o f  (14) should be the first 
approach considered, instead o f  that o f  (2) ,  when a rea- 
sonably weil-fitting regARdMA model is available. (This 
approach also provides the advantages AIC has over the 
irregular regression F statistic that we described in Sec- 
tion 1.4.3.) 

Similar comparisoris o f  Easter-holiday-eEect models es- 
timated from the irregulars and from the observed series 
were given by Chen and Findley (1996b). For all calendar- 
eEect model comparisons. including comnparison o f  a model 
with such a regressor to one without, each o f  the diagnos- 
tics (181, sliding spans, revision histories, and AdC histories 
can provide usef~tl iilformation. 

4 4 14sii1g Ale Histories to Decide Belbveer, 
Preadjustmenks 

Findlcy and Monsell (1989) considered the problem o f  
comparing a set s f  "subjective" preadjustments with a set 
of "'objective" preadjustments for the series o f  numbers o f  
units o f  autos sold multiplied by an average price for each 
type of car. The values o f  this series from 1949 on are 
graphed in Figure 1 1. The preadjustments wwe intended to 
remove the effects sf  special. short-duration sales program 
involving cash rebates to purchasers. These programs were 
used by the automobile manufacturers to reduce their invela- 
tories o f  unsold cars. Such programs cause a large increase 
in sales in the monti? or two in which they occur, followed 
by a substantial decrease in the subsequent month or two. If 
such programs occur in the same month several years in a 
row, then seasonal-adjustment procedures incorporate much 
o f  their effects into the seasonal factors. This is noi comect 
when it is known that the programs did not recur in later 
years. To prevent this distortion o f  the seasonal factors, it 
is necessary to estimate the effects o f  these sales programs 
and remove them from the series prior to seasonal factor 
calculation. 
An expert analyst used her knowledge of  the dates o f  

sales programs to select values of the irregulzr component 
of an X-l l seasonal decomposition that she averaged to ob- 
tain the preadjustrnent factors (divisors) for sales-program 
effec:s that are graphed in Figure Ilb. When she asked us 
about this approach, we were concerned that the irregu- 
Lars series would be an unreliable source o f  information 
about these effects because of  distortions in the seasonal 
cornponela: induced by the sales progra.ms. As an alterna- 
tive, we constructed five user-defined regressors to estimate 
sales-program eiFects in the years 1985-1983-one regres- 
sor each for the months s f  August, September, October, 
and November and a single regressor for December 1986 
and January 1987. To conform to the analyst's specification 
o f  identical eEects for the same calendar month in succes- 

sive years in which the month is affected, the regressors 
for August, October. and November each had the value 1 
in their month for 1985-1987 and the value O in all other 
months. The September regressor deviated from the ana- 
lyst's pattern by having the value ! in September of 1985 
and 1986 but 0 in September o f  1989 (and else-where), a de- 
viation strongly preferred by AIC. The fifth regressor had 
the values 1 in December 1986, -I irz January 1987, and 0 
elsewhere. 'We naively assumed that the automatic outlies- 
identification procedure described in Section 3.1 and Ap- 
pendix C would deal effectively with any imp'ortant sales- 
program egects in months prior to 1985, where the analyst 
had made numerous smaller preadjustments (the later data 
were o f  greater interest). Our objectively obtained divisors, 
estimated from a regARHM.4 model with the regressors just 
described, are graphed in Figure I l (c)  along with automat- 
ically identified A0 adjustments. 

Findley and Monsel! (1989) reported that the AIC value 
o f  this model was smaller by 17.6 than the ALC of  the 
regARIMA model found for the series with the subjective 
adjustments, indicating a strong preference for the objective 
approach. A subsequent analysis o f  AIC's pref- brefices over 
time using the diagnostic (2OJ, however, showed that prior 
to early 1985 the subjective adjustments were preferred. 

(a) Original Series 

(b) Subjective Factors 

(c) Objective Factow 

(d) Hybrid Factors 

Figure I I .  ~\/lonthly Auto Sales by Units (a) and Three Competing 
Series of Adjusimenl Factors Estjmating. the Effects of Manufacturers' 
Sales Campa~gns. The zubjective" factors (b) were informally derived 
by a subject-matter expert from an irregular component. The objective 
factors (c) came from a regARIMA model. The hybrid factors (c) are 
subjective factors up lo 7985 and objective factors thereafier. 
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Fiudiey, rUonseli. Bell, 080. and Cher: New Capabilities and Metliods of 

Then Wsi. P. Cleveta.nd. who also had the ana1yst.s adjust- 
inents, kindly pointed out io us that there were errors in 
our diviso~ set. (The divisors in Fig. Bl(b) are the cor- 
rect ones.) Thus, it was appropriate to redo our analy- 
sis. Labeling 8s Tbfodel 1 the 1:egARIMA model that pro- 
duced the objeczive factors of Figure Z klc) and as Modei 
2 the regAWIMA model using only subjective preaeljmst- 
ments (the automabic outlier-identification procedure found 
no outliers), the graph of the history of the AIC differences 
(20) gken in Figure 121'2) leads to a conclusion similar to 
the earlier one: Orjerall, the oi3jectiue adjustments ape Ea- 
>lored drhe final AAIC difference is -13.7)- but for a several- 
year period beginning in 1383 the subjective adjustments 
are bdter. - iherefore, we decided to try to replace Model 1 with 
a better model. ",Me did not warn to add a large number 
of regressors to imitate the analyst's adjustments prior to 
1985, Se .;tic iit a, hybrid model, in which the subjective ad- 
just~nenss were applied prior to 1985, and the user-defined 

[a) Objediva(1) vs. Seabjeetive(2) 

I 

4 880 4 082 1984 1986 1988 

Ending Dates 

(b) Wybiid(1) va. Augmented Subjeceive(2) 

regressors were used thereafter, together with any automat- 
ically identified AO's. (There were two such AO's, one at 
February 1975 and the other ah December 1988.) The re- 
sulting divisors are grzphed in Figure 116d). The AIC differ- 
ence history favored the hybrid model throughout. Know- 
ing that A0 regressors can have a large impact on ATC 
values, hois~ever, we ~riranted to deter~mioe if this conclusion 
depended substantially on the AO's inchded in the Pay"mril 
nlodel but not in the subjective model. To investigate this. 
we augmented CQe latter rnodel with the same two outlier 
regressors. Hi1 the augmented modei, the t statistics of these 
two A 0  regressors were below the criai~al value used in the 
automatic outlier procedhi-e but above 2.0. The AHC differ- 
ence graph cornparing the hybrid model and rise augmented 
subjective mode: is given as Figure 12(b). For the calcula- 
tion of (201, the hybrid model is labeled Model l a n d  ths 
augmented subjectit~e model is IiJ;%odel 2. The graph shovvs 
that the hybrid model is still consistentiy preferred. The fi- 
nal AiC diEerence is -1.1 .-I (about half of what its vzlrte 
had been before the subjective model was augmented), 

These analyses demonstrate the power of the AIC has- 
tory diagnostic ", enable dificuk model comparisons and 
to identify ways in which models under consideratio11 can 
be improved. Note ":hat the forecast performance diagnss- 
tics used in Section 4.3 are not applicable to the model 
comparisons of this srrbsection because the ~ o d e l s  cannot 
forecast the effects sf interest. 

5. THE dSEQ. INTERFACE: THREE EXAMPLES 

Because "ie X-12-ARIMA program is designed for use 
with a broad variety of operating systems, its interface uses 
command files rather than ivindows and menus. We made 
substantial efforts to design a connna~~d  structure that is 
largely self-descriptive and easy to do standard runs with. 
The latter is especially important because the program has 
very many adjustment and input/output options, yet its 
users should be able to deal w i ~ h  most series itnowing just 
a few options. "We now present some exannples to give the 
reader r feeling lor the interface. 

Ending Dates 

Figure 12. AiC Oifiefence Histories (20) Com,oaring Two Pairs of 
Models Tljat Use Diflereni Adjustment Factors of Figore 12. In (a), Model 
1 uses the objeciive factors and Modei 2 the subjective factors. In (b), 
Model I uses the hybrid factors ano' kbde l2  the subjeciive fsctors and 
also the ikwo A 0  \variables useo' by Adode1 1. Only in jb) do the AIC 
,&?"renses have a consistent sign, indi'cating a consistent preference for 
flAgcrei I ,  j r ,  this sense, the hybrid factors are preferred. 

5.1 Processing a Single Series 

The simplest situation is that in which a single series 
is EO be adjusted wing default options. Suppose the series 
named series is stored in free format in a file named 
X f i l  e . Gat in the same directory as :he X- 12-ARiMA pro- 
gram, along with the command file. The command file \viF,I 
be named myseries. spc and must have an exteosion 
. spc, chosen to connote "specifications." 

The commands for the basic situation. in vvhich reg- 
ARPMA models me not used: and the program acts like 
the X-l  l program in its default setting [except that the 
seasonal-filter length-selection criterion of Lothian (19843 
is used] are as follows, assuming myseries begins in 
March of 4984: 

series ( s ~ a r t  = I g i 3 , l .  j file = "Xfi_;e.dat"] 
xll { } 

To execute this . spc 6Be, the command ::12a 
yyseries is entered. When the execution is fnished. 
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the program writes the default output to a file named 
m.yserles . ou; in the same directory. 

Suppose we wish instead to have what is essentially a de- 
fault %-I I -AMIMA run, with 12-month forecast and back- 
cast extension Gom an ARZMA model selected from the 
default list of models. Suppose also, though, that we want 
to let A09s and LS's be automatically identified (using the 
default t sea~;istic critical value 3.3 as described in Section 
3.1 and Appendix GI. The regression estimates of a11 iden- 
tified AO's and LS9s are to be adjusted out of the series 
before seasonal factor calculations begin. Because the de- 
fault seasonal-adjustment decomposition is multiplicative, 
the log transform is chosen for the regAMMA models. For 
the series of the previous example, the coinmands in the 
specification file become 

series { s ~ d i i  = '984.3 file = "Xfile.datn] 
-. _ransform {function = log) 

autorndl { } 
outlie: { > 
x11 { ) 

5.2 Processing Many Series 

There are features that facilitate running the program on 
many series with nmany . spc files, but we shall illustrate 
only the simple situation in which the same options, stored 
in a single . spc file, are used for many series, all of which 
have the same starting date and are stored in files with the 
s m e  format. Tisis can occur w!ren a group of related series 
is examined for seasonality for the first t ine.  It is also the 
natural situation when simulation experiments are done to 
investigate properties of seasonal adjustments or adjustment 
procedures. Exanpies include the Irregular-componerit re- 
sampling approach to obtain standard errors for seasonal 
adjus!ments described by Findley and Monsell (1990) and 
the use of simaP,ations to obtain confidence intervals for the 
estianxted dnration of the Easter effect, described by Chen 
and Findley (1996b). Studies using simulations to analyze 
sources of nonlinearity in the X - l l  procedure were per- 
formed by Ghysels et ai. (1996) and Findley (1996). With 
one . spc file for many series. the nan-ies of 'she input files 
are iisted in a file that. in X-12-ARHMA terminology, is 
called a data metajle. 

Assume that we have 500 monthly series, sin1 , . . . , 
s i ~ ~ 5  13 0. of the same length, all starting in January 1970, all 
stored with FORTRAN format (i2F6.0) in the files named 
s 1x1 . dat , . . . , s in5 0 3 . dat. Sr~ppose we wish to sea- 
sonally adjust them with 3 x 9 seasonal moving averages and 
17-term Henders~n trend filters, after fitting the ARIMA (0, 
1, 3)(0,  1, model without a lag 2 moving average term 
(via exact Gaussian lilielihood maximization, the default es- 
timation method) to extend each series with $0 forecasts. 
Tc aacomplish this, we create a data metafile viihose name 
has the extension e t a ,  say sin. dea, containing the data 
file names, 

sin1 . dat 

In a . spc file. that we shall name series . scc. u e  piace 
the commands 

serles {star~ = 1970. jan 'rormat = " (6i12.0) ") 
transform {f~~ctio?. = log) 
ar;ma {model = (0 1 [1 ? I )  10 1 1)) 
forecast {maxlsad= 60) 
xli {seasor-elna = s3 x 3 trendma = 17) 

In this context, wlrn a data metafile ilamed si~l. d ta ,  the 
coma~~and to execute the program is x12a series -d 
sin. The d flag informs the program of the data metafile, 

The X-12-AlUhdA program and its user's manual 
can be downloaded via f ~ p  from the Internet address 
i tp . census . gov. The FORTRAN source code is avail- 
able, as are executable versions for five platforms, DOS 
PC's, and SUN. Hewiett Packa-d, DEC AYplza, and DEC 
VAX wo.kstations, in individual subdirectories of el~e di- 
rectory p ~ b i t s ~  xi2a. This f :p site also has a version 
custoIlaized by Margaret Reaiing wf the Federal Reserve 
Board for the FAME time series database system. VVe hspe 
that the easy availability of a versatile program for sea- 
sonal adjustment, regARliaA modeling, and mode! selec- 
tion will stirnulate macy statisticians. economic modelers: 
and economic znalysrs to undertake refined analyses of sea- 
sonal and calendar effects in their data. This would have 
important indirect berzefits: A substantial increase in the 

sea- number of economic data users having expertise ir, 
sonal adjustment woakd lead to a more sophisticated use 
of adjusted data and woe~ld stimulate the development of 
improved ac;jusimen? diagnostics, methods, and practices. 
(The SEATS and T M M O  programs are available from 
http: l;~~~.~nfij.bde. es .) 

The most obvious and important feature lacking in X-12- 
ARIMA is high-resolution graphical diagnostics. Graphical 
diagnostics for seasonal adjustment are an area that is ripe 
for further research, 15 years after the pioneering work 
done by the authors of SABE. We expect to begin work 
soon on the development or' a separate pragram to produce 
such graphics from X-42-ARIMA output, one that wiil be 
usable on a variety of computer platforms. 

We are very grateful to the editors of JBES, Ruey %say 
and Mark W7atson, for giving us this opporiuni'iy to have the 
innovations of X-12-ARlMA presented and discussed. We 
also thank Matthew Khmer for his many helpful comments 
on several drafts of this mdcPe. 

APPENDIX A: THE PROTOTYPE X-71 
DEFAULT CARCULAT13NS 

Calculai~oras are shown \')nth X-i 8 ' 5  default seasonal filter 
cho~ces m Step (c) of Stages B and 2. Calculations gsed to 
recuse the infiuence of "extreme" values on seasonal factors 
are om~tted. Folecasts and backcasts are required to enable 
the symmetac falters shown to be used near the ends of the 
senes. 
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1; denotes e ni~mt~i1.j series with no extreme values: ex- fc) Preliminary seasonal factor via "3  x 5" seasonal mov- 
tended by fwecasts and backcar;ts so that modified formulas ing average: 
are not needed at the series' ends. 

- 3  lnrs i  Lypeb of decot.~positioii of into trend (&). sea- $2) S1, ( 2  36 + - ' s ~ ~ - ~ ~  1121 + - 
15 15 Ij t-12 

sonal ( S t ) .  sad irrrgxlar PI)  components are pr-esecied: - 

AdCiitl.de if\.): ?: = rt 4- St i It 
Pseu~do-Addi iive (Pis,): Y i  = Tt (St  + if - 1). Id) Seasonal factor: 

(b~4~ PA) : sj2) = 
3:' ' 

I L19(2j + . , . + L s , 2 1  I 9 2 ;  - 
Stage 1. lniiiai Eslirn&c+s 2 4 - t - n  1 2 - + - 5  12 ++if= t+c 

2." ' (a) Ynit-ai treed es:in.,ate via "centered 12-term" (13- 
term) ~novifig vers.ges: / 

( - , , 1 - -  (el Seasonal adjustineu~t: 
l f  - r - L  + b y t  24 12 A T - "  12 

, 2 )  I., 
1 .. 1 ( I L I ) :  At - . . .  i v  , -1- -1: . 2 1 A r-5 .  

s:2J 
12 ( A ) ;  A;*) = -,; - St ( 2 )  

{b) Yniti~J "Sj ~ ~ t i o ' ~ :  (PA) : -4j2) = - ( L y j 2 J  - I). 

(p,?~ PA:), ~1:') = I$/T;'). Stage 3. Fhai Henderson Trend and Final !rseguiai 

(A,: q,tcll = & - T;lj (a) Final trend: For data-determilled H,  possi'oky different 
fro111 Stage 2fa): 

(c) Ipli;id p:,elimi~a-y ses,sonal factur via '.:3 x 3" seasonal 
movirig average: H 

T ( 3 )  = ,ZZ;H+l-4(2) 

1 
tJ-(l 

$1) 1 ;  1 , 3 1 ,  ( I ,  1 7(1, I = - N  
3 h , - 2 1 + -  9 $ A + - ~ ~ T -  iii S4+12+- S k t t Y 1 .  

d 9 
(b) Final irregular-: 

(d) Initial seasons.1 factor: 

3 , s(" o*); , y y  - .-  T + ~ . ~ . L ~  LsiL'j .PG) Estimated decoi~?~position: 
L i 24  

\ 
I 12 + X U  i ( T ~ J ~ ~  V- - ~ ( 3 ) ~ ( 2 ) ~ ! , 3 )  

- i  - " t  t i 

(el Ilritial seasonal adjustment: (A): = + fj" 
I If 

(pbA): y; = 2$2) (~,$2) - 1) + Ti%1j3) 
( 

~ ( 1 )  

(A): A;'' = yi - ~ 1 ' )  
(PA): -At - 

Stage 2. Seasons! Fscrars Seasonal Adjustment 

The ( 2 t i  + 1)-term Henderson coeficienhs (see Appendix 
are designa:ed /2'."q1). -B < j < ff. 

.? - 

(a) Entermedialie ;rend: For data-determined H (see Ap- 
pendix Bj, 

HPPEf-IDIX B: HENDE3SON FILTERS ANE 
IMGSGRAVE SUWRCGATES 

- 
l o  provide a larger context for our discussion of the cri- 

terion used to obtain many of the asymmetric filters and 
to complete the description of the default X-ll procedr~re 
of Appendix A. vve start by cutiifiing how the symmetric 
I- iend~son filter coeficients hj2"") sre derived. 

B,1 She Syv 4PreBric ldendersups F llers 

In bhe appendix of Kenny and Durbin (!9&2), an irk- 
sightfui derivation was given of the coeEcients himH") 
of the symmetric Henderson filter and of the equivalence 
of Me:adersorr's alternative criteria for determining tlaem. ii 
wscs observed by Gray and Thornson (1996) that a slight 
:xsdificatios of ICenny aad Durbiia"~ argument yields two 
isnprovemelsts-One need not assume a priori that the coef- 
ficients are symmetric, and it is enough to require the filters 
to reproduce quadratic trends instead of cubic trends. \AJe 
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summarize Gray and Tlzornson's approach. Suppose that, 
for - ( N + 3 )  5 j 5 I?, 

where the It+, are Gaussian variates with mean 0 and vari- 
ance a', which, for different j, are indepencleni. VIe only 
consider filters h,. -hT 5 j 5 N ,  that provide unbiased es- 
timates of the value of the quadratic trend at rime t .  Equiv- 
aientl~: when the It+, in (B.1) are 0 fa all j. we require 

for any va.lues of a ,  3, and -/. Let A denote the difirencing 
operator so that AAt = At - At-1 and Ah, = h, - h j P i .  Let 
E denote errpectation. Then, among filters satisfying (B.2), 
the Henderson filter is the aninixizer of the smoothness 
measure E(A"~-, h,At+, j2. This can be reduced to a 
smoothness measure on the iilter coefficients, 

ifwedefine hj  =Ofor  j=-r t ( ,Y+l ) ,=(N+2) . I f (H+3) .  
(On the left, A3 is applied to the At,,; on the right: to the 
h,.) With q j ( A )  = ((H + 1)" j2)((i~ t 2)" j j')[H 1, 

3)' - , and with a and b determined by 

and 

- the Henderson coeffic~eats are given by b y H 4 ' )  - 

q, ( K ) ( a  + bJ2). -El 5 J 5 5. This formula shows they 
(2H+1) hi2H-1) are symmetric, h, - 

-3 
. They can be < 0. 

B.2 hAusgrave's Criterisr! for Asymmetric Surrogates 

$0 that the follwiving discussion can encompass both 
trend and seasonal filters, we change to a neutral notation, 
W,, for the original filter coefficients and Xt+7 for the vari- 
aies to whish they are applied. For given X I . .  . . . XT and 
positive integer 3 such that 2J t 1 5 T, we can calcu- 

J late CjEPJ R;,Xt,, only for indices t satisfying J + 1 5 
t 5 T - J .  To obtain coefficients for calculating filtered 
vzli~es at the remaining times i, Musgrave (1944) applied 
a minimum mean squared revision criterion to the case in 
which the X, are independent Gaussian variates with vari- 
ance ahaard with a linear mean function, EXt = a. f St 
[in contrast to the quadratic mean in (B.111. More precisely, 
if t = T - J 4 d with 1 5 d 5 J ,  Musgrave's strategy [in- 
dependently deduced by Laniel (1986)l is to find the asym- 
i j ?~ , t r i~  filter whose coefficients Pi,. - J  5 j 5 3 - d,  sum to 

I and also minimize 

In an unpublished report, Doherty (4992) derived an ex- 
plicit formrila for the coefficients of these abbreviated filters 
that has been implemented in %- 12-ARIMA. To have a con- 
venient form: we change notation. Set ,!bT = 22J + 1. = 

iV - d, and. for 1 5 j < P<9 define w, = ll/>:,_i- and 
2, = IYt-JL(,-l ). PJe are assuming that x j  = -; + Y j  + 
I,, where the I, are independent Gaussian variates with 
mean - 0 and vxiance CT'. Define ;% = !EX, - - - E z ~ - ~ J ( =  
lo/]. I = El f j  - 4-li(= 20/d?), and R = A/l .  Then the 
coe9icienes 7-., , ! < j < hf? satisfying x:L L,, = 1 that 
minimize 

are given by 

Doheriy (1992) also derived a firmula for the I!,, wher, 
no assumption is made about the form of the mean fuac- 
tion of the z,. %'iIh symmetric filters, P ~ ! ~ L - + ~ - ~  = wj, and 
from this property it follows that the time-reversed fil- 
ter coefficients r: = =?Ah-+I-,. d f 1 _< j < ;I' minimize 
E ! c E ~  w,x3 - c : = ~ ~ ~  ~ f 2 , ) ~  and therefore provide the 
surrogates for symmetric filters near the beginning of the 
time series. 

In X-1%-AMMA, to obtain the defarnlt asymmetric surro- 
gates for the 9-term and i3-term monthly Wendersor~ filters, 
R-I is set equal to .99 and 3.5, respectively. For longer Elen- 
derson filters: R-' = 4.5 is zsed. For the 5-term and 7-term 
quarterly fiiters. ,001 and 4.5, respeckive!y. are used. For the 
3 x 9 seasonal filter, with the time index j having units of 
years, R-I = 9.5 is used in (B.3) to determine asymmetric 
surrogates. 

Finally, we explain how the lengths are determined for 
the Henderson filters used in (a) of Stages 2 and 3 of Ap- 
pendix A. in each of these stages, ail estimate ki of R-l is 
calculated as follows. Lei ft denote the 13-term s y m e t r i c  
Henderson trend of the available seasondikiy adjusted series 
(A!') in Stage 2. A ; ~ )  in Stage 3), and let ft denote the Irreg- 
ular component resulting from removing this trend estimate 
from the seasonally adjusted series. With 6 denoting the 
sample mean of the available values of the absolute trend - a A A 

ch.anges ITt - TtPl 1 and I the s a m ~ l e  mean of the jlt 
the value of the nst,re-to-sig~zal ratio, k1 = ?jc, called 
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!he I-bar C-bar ?-;rtio, dereraazi~~es the value of 2H 1,- 1 as 
, . 

folIows. Bf R-' < 1.0- ihe 9-&e~:na Heradersun filter is used. 
Oiher~+l~ise. i3 SzZge 2, t%e 13-term filter is used. In Stage 
3, the l3--t.-:.m fillor is used when i < _kl < 3.5, but the 
7-3-terr1: I-I!sndersoi: Cilgi. used whea k - 9  3.5. This 

-. 
pr~cedsrrc is caller' the 2-11 variable t~e-er~d cycle i-o-ousine. 

,bpnEb"!D;X C: THE PROCEDURE FOR A0 
AN:D i 3 i  DETECTION 

"T We dssa:ribt LEiz asd LS detection procedure men- 
~~ioqed ir_ Secdo~: 3.2. The algorithm proceeds from criti- 
cai v~ ines  qaO.  -!I' specifed separately for the AO- and ES- 
regresax t statistics, denote? T:'. T , ~ ~ ,  "at are calculated 
at each xinie poixi t in each iteratllon of the forvdarrd ad- 
dition cycle to be described later. (The deEm3t values are 
, au - -15 - , - ' - 3.8.) Let 5 denote one oi' these statistics, 
- the co-res-pording c~i'iica! value. 3 and .c the vectors of 
regression coef5cii;nts and ARMA naodel coe&cien&s. and 
0~33, c) ;he eitirnaz'ies of the innovations at determined by 
s4ese ccel"_",cie:~cs kn the model (10). A0 regressors are avail- 
able for ail obsel-va~ior: rir~nes 1 < i < :<, LS regressors for 
afi bct  the fil-st ~ M ' D  a.ad the last of these times. 

i~zi~inli~sts's~z: Estirnale the coe&cients i.3. .v) of the 
model (10) spei:i!;led by :he uselr1.. Tf the model includes pre- 
specified AQ and k S  regret;sors9 these wiil always he kept 
in  the regresso: set. 

~ ~ ~ ~ f i j - ~ ~  Adc!jiion : 

3 .  G ~ l c ~ l e t e  r c h ~ s ;  standard error, a: = 1.49~ 
nzediant i c i l ;  3. ~ l ) ,  Tcr- the current ?, Q. 

2 ,  usirg mL-.d LLdir,nh -,.-. -- (J and a:, calculate the values of Tt 
for all A0 acd LS lagressors nor currently in the model- 
thn: isi excluding those, ?respecified or already identified i ~ i  
rp ; .T - ,  10, ,o, ard aciditim, (70 caic~Aate Tf for any given outlier re- 
gxssor, the generalized leas! sqml-es estimation determined 
9y is carrze6. or:.:: for the regressors in the model pius the 
given andier  egresso or.) 

3, 2 e t e r n k e  the oi~elier regressor with naaxk~um ITt!. 
-!-. I! ma:: iTf 1 ) 4.  add this regressor to the model a.nd 

reestim&e 3 L'.  O';hi_gfwi~e, stop. 

Repeal Seps  1L4 ~rrntil there ane no additional outliers sat- 
isryin?gi. , ?; > ;.. 

Buckir.aF::l Delepion: S:art 'i;\iith the model including alB 
sudier regressors added In the forward addition stage. 

1. Calcniae maxjizu~m liiae!iiiood estimates of (3. zr. a, 1. 
2. Using the estimated (3, L?. a, j, calculate Tt for a l  A0 

and LS regressors ide~~iified in fo'sr:xxd addition that re- 
mair: ir the naC.el. Eelernline which of these regressors 
has min iTt T; ~ 

3. If ~r i in  ITi < -, , delete :hi!$ regressor from the model 
znd go to I. Otherwise, :tap. 

An alternative procedi:re is available th~.t, at Step 4 of 
forward addition, adds lo the nriodel all outlier regressors 
with ITt/ > - J .  
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